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Analytical Solutions and Sinc
Function Approximations in
Thermal Conduction With

A. Lippke

Fachbereich Mathematik,
Technische Universitat Berlin,
Berlin, Federal Republic of Germany

Nonlinear Heat Generation

This paper is concerned with the numerical and analytical evaluation of multiple
solutions of the steady-state radial temperature distribution in a solid m-dimensional
sphere, which is caused by nonlinear heat generation. To achieve highly accurate
solutions a Sinc function approximation of the differential operator is introduced.

1 Introduction

In some technical applications the heat production in a solid
satisfies a nonlinear relation between heat and temperature.
For example, consider the heat production in solid dielectrics
as by Copple et al. (1935).

We know about similar thermal behavior in some chemical
reactions of higher order. In these cases it has been found
experimentally that an exponential law for nonlinear heat gen-
eration holds. In this context Rice (1940) dealt with the role
of heat conduction in thermal explosions. He stated that if a
certain parameter exceeds a critical value, no steady-state so-
lution of the describing equations exists and that such a con-
dition must result in explosion.

The analytical investigation of Wacker (1986) for the one-
dimensional problem and the numerical ones of Lippke (1988)
for one- and two-dimensional spheres showed that the critical
value of the leading parameter for the one-dimensional prob-
lem is 2.0, which is a turning point for the continuum of
solutions.

In the present paper this thermal problem is solved analyt-
ically and this solution is used to investigate the benefits of
Sinc function approximations. The decision to use this non-
linear problem as a numerical test is justified by the following.

The problem is nonlinear with a singularity in one of the
coefficients at the endpoint of the interval and Neumann and
Dirichlet boundary conditions have to be satisfied. This ensures
that the problem is difficult enough to give valuable infor-
mation on the numerical applicability of Sinc function ap-
proximations.

On the other hand analytical solutions for the one- and two-
dimensional problems are given in section three and the turning
points for the three-dimensional problem are calculated from
an initial value problem using a Runge-Kutta method.

2 Formulation of the Problem

Let us consider the temperature distribution in the radial
direction of the m-dimensional sphere. For the sake of sim-
plicity let us assume the sphere to be a homogeneous isotropic
solid, with its thermal conductivity independent of tempera-
ture. If the rate of heat loss can become as great as the rate
of heat generation, the process can become independent of
time and hence a stationary solution may exist,

Under the additional assumption that the nonlinear heat

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September
12, 1988; revision received October 10, 1989, Keywords: Conduction, Numerical
Methods.
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generation follows an exponential law such as f(7”) = ev’' 7",
the temperature field can be described by the following or-
dinary differential equation:

a*T’ mdr’
! k' —— + a'f(T")=0,
dr’? r’ dr’ AT
R’ denotes the radius, r’ is the radial coordinate and 7~ the
temperature of the sphere, k' is the thermal conductivity, and
o’ and v’ are heat generation constants. Adequate boundary
conditions are that the surface is kept at a constant temperature
and that the temperature gradient is zero at the center.

dar’
ar’ |/ -
By scaling with the natural parameters we introduce the
dimensionless variables

r a/'YIRIZ
= T=y'T’,and § = ———
g T=vThandf =

According to physical considerations 8 must be positive.
This parameter expresses the ratio of heat generation to heat
conduction. Its magnitude is a measure of the intensity of inner
heat generation. Equations (1) and (2) then become

k

O<r'<R’ (1)

=0and T"(R')=0 2
0

r

A3)

T mdT -
— —_—— =U, 4
dr2+rdr+ﬂe 0 O<r«i “)
aTr
ar o 0 and 7(1) %)

Wacker (1986) solved equations (4) and (5) analytically for
the one-dimensional sphere (m = 1, a cylinder) by using a
coupled transformation s=¢" and T" = U+as+ b for the de-
pendent and independent variables r and T, respectively. The
requirements of the solution yield an upper limit for the pa-
rameter (8 at the value of By=2.

3 Analytical Solutions

To obtain analytical solutions with m=0 and m =1 we will
follow the ideas of Gel’fand (1963). For convenience we rescale
equation (4) to

du  mdu

hadliad hiadad H=(
ar T g T

with the boundary conditions

o<r<a/a ©)
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LA
dr

We note that 8 = kA and introduce the boundary conditions

a.,
dar

where @ must be chosen to satisfy the second of conditions
. .
Let uy(r) . denote a solution of equation (6) with respect to
the boundary conditions (8) using oo =0. We note that differ-
ential equation (6) is invariant with respect to a group of
transformations defined by

u(r, o) =a+uy(re®?) )

and every solution of this type satisfies the boundary conditions
(8).

The family of functions (9) represents all solutions of equa-
tion (6) satisfying conditions (8), and it fills only part of the
u, re*’* space, which is easily seen if we calculate the envelopes
of the family. Differentiating equation (9) with respect to «
and putting ¥’ = du/da = 0 (because for all fixed values of
r we find the extremal points for » as a function of « and
hence the envelope) gives

—0and u(\/N) =0 0
=0

r

=

=0and u(0)=c ©(8)
0 . )

1
1 ug (re®’?) 5 re?=0 (10)
so that the envelopes are given by
. R;
a(ry=ug(R;) +2In ~) (1)
where R; are the roots of the equation
2+ug (R)R;=0 (12)

3.1 Case: m=0. Assuming m =0 we achieve a solution
uy(r) = —2In(cosh (r)) (13)
of equation (6) with respect to the boundary conditions (8)
using k=2,
Equation (12) assumes the form
1 —Rtanh(R)=0 (14)
and admits only one root Ry, = 1.199679. If we look for a
solution of the differential equation (6) with the boundary
conditions (7) we have to satisfy u(\/ Ny, o) = 0 and #

(V) = 0, respectively; the latter condition yields \/ A\, =
0.6627434, and the condition

R
op= (0, ag)=2In <—°—>
VN

gives u (0, o) = 1.186842. Recalling 8 = A« we obtain ) =
0.8784576.

We see that no solution exists for 8 > f,, one for 8 = B,
and two for every 8 < ;. To parametrize the solutions with
o we remark that condition (7) gives

(15)

U(N Mgy @)=+ Uy (N Ape™?) =0 (16)
Thus we obtain with the abbreviation e*? = C,
1
VA, = . arccosh(C,) 17)

o

and hence
Co
u(r, a)=a—2In{ cosh - arccosh(C,) (18)
Proposition 1 (m =0): There exists a positive real number

6/ Vol. 113, FEBRUARY 1991

B¢ such that the differential equation (4) with the boundary
conditions (5) and m= 0 has no solution if 8 > By, one if
= B, and two solutions for every 0 < f < f3p. Let C =
92 then :

u ( r, u(0))=u(0)—2In

(cosh (—(rz arccosh (C))) s re(0, 1)

is the solution.

3.2 Case: m=1. We can turn now to the case m=1,
which was investigated by Wacker (1986). We find

ug(ry=—2Iln 1+ (19)

is a solution of equation (6) with the boundary conditions (8)
and x = 8. Equation (12) reads
4R?

2— —

1+R;

=0 (20)

which yields only one solution Ry = 1. In a very similar way

to the previous case we obtain \/)\70 = 0.5 and o = 2In(2).
First of all we note that 8; = A« is found to be 2 and hence
oy and B take the values previously found by Wacker (1986),
respectively.

In the next step we obtain an analytical representation of
the continuum of solution of (4). We choose a parametrization
with respect to A to verify the analytic solution found by Wacker
(1986) for the lower branch of solutions (o < 2In(2)) although
this cannot lead to a parametrization of the whole continuum
due to the turning point at A,.

We define o=2In (1 — C) and obtain from equation (9)

a(r, )=2In 1-C)+ug(r(1-0C))

21
1-C
=2ln (1+r2(1—C)2>
Using
A=e a(e*?-1) (22)
___ ¢
1-0?
gives
£/ 1—4rn—1
Cc=ZN_""A7- (23)
£/ 1—4n+1
and the solution as
A 1-C
a0 =20 (7255 5 reen. e

Proposition 2 (m=1): The differential equation (4) with
the boundary conditions (5) and m=1 has no solution if 8
> 2, one if B = 2, and two solutions for every 0 < 8 < 2.

Let
C. - +N1-p8/2-1
=
+N1-8/2+1
=N

NV1-8/2-1

C_ =
-N1-8/2+1
then

1-C,
u(r, $)=2In <ﬁ>’ re0, 1)
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2.0

0.0

-1.0

Fig. 1 Solution of equation (30), m=2

is a solution on the lower branch and

1-C_
u(r, 8)=2In (TE?)’ re(0, 1)

on the upper one.

3.3 Case: m=2, m=3. Let us assume m=2 or m=3.
Although we do not know of an analytical solution of equation
(6) with respect to the boundary conditions (8) we can obtain
some information about the structure of the solution for these
cases.

Applying a coupled transformation to equation (4) we put
¢ = re<’? and get

d*’T mdT
— + —— + BT =0 (25)
as ¢ d¢
Defining u = T—« and £ = ~/ \{ gives (see equation (6))
du  mdu
— + — = + 2e"=0 26
ag T ag @0
With
u(§)=v(£)~2n(¢) and n=In(%) (27)
we obtain
d*v dv )
d—nz+(m—1)d—n~2(m—l)+2e =0 (28)
Introducing
dv
= v = — 29
z pr— e’ and w dn 29
yields
2(1—-2z)—
LN Gk 30)
dz w

We immediately see that the trajectory leaving the singwilar
point (z, w) = (0, 2) ends at the other singular point (1, 0)
and the trajectory circles infinitely often around this limit
point. For the details on the transformation see Gel’fand (1963).

Solving equation (30) with a fourth-order Runge-Kutta
method using a step size control mechanism (see Stoer and
Bulirsch, 1980) we find the following trajectory (Fig. 1). The
curve crosses the abscissa axis many times near the singular
point (0, 1). At each point of intersection we have w = dv/
dn = 0, from which the first of equations (27)

Journal of Heat Transfer

0.005

o
z 3}
o
Y9}
o
Q 1
©0.995 1.000 1.005
z
Fig. 2 Partial view of Fig. 1
<
3 .
ol 4
2
o
=8 4
C)' ]
T0.0 1.0 2.0
z
Fig. 3 Solution of equation (30), m=3
Table 1 Table 2
Turning point 8 fleell Turning point 8|  lull,,
3.321993 1.607458 4.814696 1.861047
1.664160 6.740794 3.871452 5.586143
2.108548 11.37651 4.021075 9.197612
1.967469 16.16116 3.996571 12.82783
2.009984 20.90015 4.000570 20.08267
du du
— +2=0=§f— +2=0 3D

dn dt

Hence for each point of intersection equation (12) is satisfied.
The family of curves (9) has an infinite number of parallel
envelopes. Tracing back the transformations and using equa-
ticns (11) and (9) yields a bifurcation from infinity at 8, =
2(m—1). A partial plot of the trajectory for m =2 (Fig. 2) and
one for m=3 (Fig. 3) are given in the subsequent figures.

The numerical calculations yield the following first turning
points in the case m=2 (Table 1) and m=3 (Table 2), re-
spectively; note that lull, is the maximum norm defined as
lul, = max;_, » ().

Proposition 3 (m=2, m=3): There exists a positive real

number B, such that the differential equation (4) with the
boundary conditions (5) and m=2 or m=23 has no solution

FEBRUARY.-1991, Vol. 11317
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if B > By and one solution if 8 = B,. For every sequence u;
of solutions with u;(0) — o (i — o0) the corresponding pa-
rameters 3; — 2(m—1) (i— ).

4 Sinc Galerkin Method

All analytic function f on the real line, or on an interval,
can be approximated by its Sinc function expansion

Y, SUkn)S;u(x)

k=—o

CCUL My (x) = (32)

whenever this series converges, where >0 is the step size and

sin[(w/h) (x—kh)]
(w/h){(x—kh)

In the survey papers of Stenger (1981, 1989) many remark-
ably accurate approximations based on Sinc¢ function expan-
sions can be found. Stenger reports on (2n+ 1)-point
approximations of integral equations with convergence rates
of O(e™*"172), o>0 even if the function f has singularities at
the endpoints of the interval. The most important ones, es-
pecially for approximations of differential equations via Gal-
erkin methods, are the trapezoidal rule and the approximation
of derivatives.

Let O be a simply connected domain with the boundary 4D,
a and b # a be points of 9D and let D, be the strip {z € C:
—d =< Im(z) = d}. Let ¢(x) be a conformal map of D onto
D, such that ¢(a) = ~ o, ¢(b) = . Let ¥ = ¢~ ! denote the
inverse map, and set I' = {Y(x): —o0 < x = o0},

Let B(D) denote the family of all analytic functions F with
the property

Sen(x) = (33)

Sw"m |F(z)dz| =0 as u— + oo, (34)
where '
= (zeC:—d<Im(z) <d) (35)
and
N(F, ®)= lim inf SC |F(z)dzl <o (36)
C;~8D C|cD 1

With the abbreviations ¢, = ¢(x) and ¢, = Y(kh) the
following theorems can be proved.

Theorem 1 (Stenger, 1980): Let F € B(D) and |F(x)/
¢’ (x)| = Ce~='¢M 1 yx ¢ T' with positive constants C and
o. Using h = [27/(aN)1"? we get

& Fd)
HFF(X)"X h E (W)

where C; depends only on F, d, and «.
Introducing a “‘nullifier’’ function g with the property that

— (27daN)172
< (e (rdaN) /2]

d n
(a) (8(x)Skn((x))) (37

is bounded on I', for n=0, . . ., m the following statement

is true.

Theorem 2 (Sten$er 1980): LetF¢'/ge€ B(D) and | F(x)/
g(x)| <Ce '™ vy ¢ T' with positive constants C and a.
Using h = [1r/(ozN)]’/2 for all x € T we have

d\ = F)
{(n}
- (5) X

ke o N & (¥y)
n=0, .,

&(x)Sn(d(x))

< CzN("+ l)/2ef (wdaN)l/z)

., m where C, depends only on m, g, d, F, and a.

8/ Vol. 113, FEBRUARY 1991
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To discretize a nonlinear second-order ordinary differential
equation

d*u
D(u)—dr2 +;L(r) + v(ru
+o(r, u)=0, re(a, b) (38)
with the boundary conditions
u(a)=a and Bu(b) +yu’' (b)=95 (39
we apply a Galerkin method with the approximation
_ —-r ya+ (b—a)d
Uy =yt )+ 2yb-a)?
+Cpw(r) +8x5(r)  (40)
with
Sn(r) = E Skh(qs(r)), h>0 (41
k=-N
$(x)=In (ﬂ> @2)
b—x
and (Bb—a)++) (r—a)
=t [1“ B(b—a)2+27(b-a)] @)

The_ evaluation of the Galerkin equations for the differential
equation (38) with the test functions (b—r) /(b - a)Spn(P(r)),
=N, ..., N, and the scalar product

b
W, ©)= Sat//(x)w(x) (x—a)dx

(44)
yields
SD((U«N(f)) ( ) Sia(d(r)) (r—a)dr
[t
= b————agﬂ D(UN)Y (B ~1)Spy (¢ (r)) (r—a)dr
b r
=Cpy Sa w” (r) +ulryw’ (r) + v (r)w(r)1S, ,($(r)) 5 (1
b &
+Sa 8n(r) 7 a7 [tﬁ T )Skh(¢(7'))J dr
b d | u(r)
- S‘, Sn(r) P [dJ'(T) Sk,h(¢(7))]1=rd"
b
+ L SN (r)Si (o (r))dr
b
+ ga olr, Un(r))Siu(o(r))dr (45)

By applying the trapezoidal rule we derive the approximation

SD((U'N(’)) < ) Sen(0(r)) (r—ajdr
_ ;S”D L (B 1S
T h_qda (Un(r)) (B—r)Sp (@ (1)) (r—a)dr

1 2
= Cp 1 (WY + Wi +vowy] (;)
£

N
b-r 1 & d
At/
+hj§chb—a¢;[<d72 ar M

+V(T)) (¢ " )Skh(¢(T))>:|‘r=rj

a(re Un(re))

+h
o’

(46)
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With the test function w(r) we obtain
(D(Up), W)

b
= SaD(‘Un(r) Yw(r) (r—a)dr

b
=cn+lg,,[W” (1) +p (MW (N +r(w(NIw(r) (r-a)dr

b d2
+ 5a5N(r_) ) fw(r) (T—fl)lr=,dr
b d
- SHSN(r) a lw@w(7) (1~ a)],-dr
T
b
+ SGSN(r)u(r)w(r)(r—a)dr

b
+ Saa(r, Uy (r))w(r)(r—a)dr

b
zanSBIW” (M) +u)w’ (1) +v(ryw(n)lw(r) (r—a)dr

N
b—r 1 & d
o B a5 | (- deo

j=-N

+v(7)) (W(T)(T—a))]

b
+ Saa(r, WUpn(r))w(r) (r—a)dr

T=rj

47

We introduce the abbreviations r; =  (jh), w; = w(r}), and

a
O =S (k) = 5 5, (0) s

if j=k
0 ifj=k

6(0) —

in particular 1
ko~

0 if j=k

and define the functions

b—-r,- 1 1 ” Wi 4 vV
) b—a¢;[<w) <W) +W}M

1\’ p| 8P o
+il=) =5 +5, k=-N, , N
&) )
b'—ri 1 oy ,
—wiwi(ry—a) —uw/ (r;—a) — ww;+v;w;(r;— a)]
to obtain

—r

b b
LD(‘uN(r)) (—];ja> Sin((r)) (r—a)dr

1 2
= Cpe thIWE + Wi + mewy] (‘,)

bk
a(re, Un(re))

N
+h Y, () +h -
o

j==N
and
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(43)

(49)

(50)

(51)

(52

(53)

(54

b
S(,D(‘UN(r))W(r)(Pa)dr

» .
=cn+1Sa[W” () +u ()W (r) +v(r)w)Iw(r) (r—a)dr

N b
+h E c(r) + Sa o(r, Un(r))w(r) (r—a)dr

j==N

(5%

Equations (54) and (55) are the Sinc Galerkin equations for
the differential equation (38) with the boundary conditions
(39). This system of nonlinear equations for the unknowns
C_Ns - - « » Cyy defines the approximate solution of the non-
linear second-order differential equation given by equation
(38). The numerical method used to solve the system of non-
linear equations will be briefly described in the next section.

5 Following the Path

To obtain solutions on the whole arc we apply a multiple-
continuation procedure (Lippke, 1985, 1989). The proposed
algorithm (MultiCon) solves the nonlinear equation F(x, p)
= 0,x € R, o € R", ;FIR" x R" — IR" with multiple
parameters g by a combination of Newton’s method and a
piecewise linear continuation algorithm to achieve a fast and
reliable procedure. The MultiCon program has been developed
especially for problems with turning points and bifurcation
points of odd multiplicity.

The application of Newton methods is common and leads
to reliable procedures if the continuum of solutions is suffi-
ciently smooth and the different arcs are well separated. Dif-
ficulties arise at turning and bifurcations points due to singular
Jacobian matrices and special care has to be taken to prevent
the algorithm from falling back on the wrong arc at turning
points. These problems can be solved by combination with a
piecewise linear algorithm.

Piecewise linear solvers (Peitgen and Prufer, 1978) were
introduced to numerical mathematics by a constructive proof
of the Brouwer fixed point theorem. To derive a numerical
procedure the domain of the function F is triangulated by
simplices and the function approximated by a piecewise linear
approximation. If the mesh size of the triangulation is suffi-
ciently small the completely labeled simplices carry the solution
continuum of F.

To overcome the poor performance and limitations of fixed
piecewise linear algorithm, predictor-corrected techniques were
applied by Saupe (1982). The resulting procedure is superior
to all piecewise linear algorithms and the performance on highly
curved arcs is of the same magnitude as Newton pathfollowing
techniques.

The MultiCon algorithm combines the benefits of both al-
gorithms. A predictor-corrector piecewise linear algorithm is
applied in highly curved regions and adjacent to turning or
bifurcation points. If the predictor step falls under a certain
limit a piecewise linear procedure with a fixed K-type trian-
gulation is applied. In regions of moderate incline the Newton-
continuation method is adopted and a Newton-corrector is
applied as a post-processor to achieve high accuracy. if con-
vergence is obtained.

By this efficient combination of the very stable but slow
piecewise linear algorithm with Newton procedures a highly
stable, efficient, and reliable procedure is established.

6 Numerical Solution of the Two-Point Boundary
Value Problem

Applying the approximation (40) to equations (4) and (5)
yields

: 1
Un(r)=ci1 5 (= 1)+ 8x(r) (56
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with

N
Sn(r) = Y, crSea(d(r)), k>0 7
k=-N
#(r) =In (%) (58)

and equations (54) and (55) imply

b _
SaD(‘UN(r) )Skn (@ (r))rdr

1\’ . =
= n+lh(1+m) (’q‘g[z) +h E erj

j=-N

0 o . oR
[rj(rj—1)(2—m)6}k)+(2rj—l—m(rj—l)) —2— + —h%]

a(re, Un(re))

+h WK k=-N,...,N, (59
o
and
b
SHD(fuN(r))w(r)rdr
| 0
~Cpr “;m) Sl(rz—l)(rml)dr

N
+h ¥ ol - D22 (- 1)+ -';l(r,z.-l)(r,-—l)2

j==N

—mP(r— 12— % ry (1= 1)(r;— 1)]

0

+ &a(r, Upn (M) YW(r)(r—dr (60)
Evaluation of the nonlinear term with the test functions rS, ,

(@#(r)), kK = —N, ..., Nin the scalar product (44) yields

(61)
k

b 2
Sa eUNIS, 4 ($(r) Yrdr = he ' NE (q%)

To integrate the product of the nonlinear term and the test
function ¥ (r*— 1) we apply a Gauss integration formula with
nine points.

7 Results

The discrete equations (59)-(61) have been solved as a two
parameter problem F (u, 8, A) = 0 for various numbers of
unknowns (N = 3, ..., 24). The discrete residuals in maximum
norm are of magnitude 107'% if the Newton post-processor
converges and of magnitude 10~2 if this is not achieved. To
show the dependence of the approximation accuracy on the
control parameter h, mentioned above, we plotted the maxi-
mum difference between the analytic solution and the numer-
ical solution for m = 1 and 8 = 1 (Fig. 4). In this special case
the optimal value of 4 is easily calculated from the analytic
solution and is found to be in good agreement to the numer-
ically determined one.

All solutions are calculated using N = 12 and # = 0.875.
The norm diagram given in Fig. 5 for the one-dimensional
sphere (cylinder) m = 1isin good agreement with the analytical
solution found in Proposition 2. It additionally shows the
absolute error enlarged by a factor of 10° (marked with v).
Table 3 gives the numerical and the analytical values at the
turning point for the one-dimensional problem.

Figure 6 gives the norm diagram for the two-dimensional
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Table 3
Numerical value | Analytical value | Relative accuracy
Bo 2.000000 2.0 =1077
N, 1.384340 2.0In(2.0) 1.4E-3

sphere using the same number of unknowns and the same value
of the parameter 4. In addition, Table 4 gives the numerical
values of the turning points. Here we can only compare the
numerical results with those found in Section 3.3.

All numerical work has been carried out on an IBM-AT
personal computer and a Norsk Data ND-540 at the Technische
Universitat Berlin with the PC and the Mainframe version of
the MultiCon procedure using a double precision arithmetic
(Lippke, 1985).

8 Summary

In the first part of the paper analytical solutions of the
nonlinear heat conduction with exponential heat generation
are calculated. These analytic solutions include those which
are not stable and hence not observed in the laboratories.

The second part gives a Sinc function approximation of the
solution of a more general nonlinear second-order differential
equation that includes, e.g., various nonlinearities and coef-
ficient functions. The approximation is highly accurate with
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a discretization error of order Ne‘/’A_’ for a number of 2N+2
unknowns. Therefore the discretization error is close to the
best possible one and especially much better than the poly-
nomial error expansions of the standard methods.

In the last part of the paper the approximation is applied
to the problem mentioned above and solutions are calculated
numerically with a continuation method for the whole arc,
including the unstable solutions. The numerically determined
solutions are compared with the analytical ones, derived in the
first part, to verify the high accuracy of the approximation.
The maximum of the difference between the analytical and the
numerical solution is approximately 2.0E—7, using 50 un-
knowns in the calculation.

9 Conclusions

The Sinc function approximation proposed and applied in
this paper leads to very accurate solutions of the nonlinear
second-order differential equation for the thermal conduction
with exponential heat generation. With the method all solutions
of the problem are calculated and compared with the analytical
solutions. The numerical method is applicable to a wide class

Journal of Heat Transfer

Table 4
Numerical value Section (3.3) Relative accuracy
Bo 3.322042 3.321993 47E—4
lull, 1.607755 1.607458 1.9E—4
B, 1.664782 1.664160 3.7E—-4
ullo 6.689171 6.740794 7.6E-3
B, 2.109319 2.108548 3 7TE—4
lel, 11.31217 11.37651 5.7E-3

of nonlinear second-order differential equations including those
coefficient functions with singularities at the endpoints of the
interval.
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Laser-Induced Heating of a
Muiltilayered Medium Resting on a
Half-Space: Part 1l—Moving
source

Direct access storage devices (DASDs) are widely used in the computer industry to
store and manage data. In conventional magnetic recording, an induction head

R. Kant flying very close to the disk surface alters the polarization of the magnetic field of
the disk surface to erase and/or write the information on the disk. However, a new
technology known as magneto-optical recording or optical recording has considerable

K. L. Deckert promise to increase data densities and reliability of data storage. In magneto-optical

storage, magnetic fields are altered by a laser source, which heats the magnetic
medium beyond its Curie point, a temperature at which the magnetic medium loses
its magnetization. This domain with zero magnetization is subsequently reversed by
using an induction magnet. All these processes take place when the disk is rotating
at a very high speed with respect to the laser source. An optical disk is a multilayered
medium consisting of a thick glass disk on which many layers of different materials
are sputtered, only one layer of which serves as a magnetic medium. Therefore, in
this paper, a problem of laser-induced heating of a multilayered medium resting on
a half-space is considered when the laser is translating with respect to it. The transient
heat conduction equation is solved by employing the Laplace transform in the time
domain and the Fourier Transform in the x, y dimensions. The resulting ordinary
differential equation is solved and the inversion of the Laplace transform is obtained
by a technique developed by Crump. The Fourier inversion is obtained by using a
Fast Fourier Transform. The technique developed here is then applied to calculate
domain size for recorded bits for a given disk, laser power, source characteristics,
and rotational velocity.

IBM Research Division,
Almaden Research Center,
San Jose, CA 95120-6099

Introduction

Current DASDs (Direct Access Storage Devices) or disk
drives, as they are commonly known, record data by changing
the magnetic state of disks coated with some magnetic material.
Technologies involved in magnetic recording technology re-
quire high precision in manufacturing. Even though the areal
densities can be significantly increased from their present val-
ues, it would require that the slider be flown at very low flying
heights (a few nanometers above the disk surface). However,
lower flying heights require a near-perfect surface finish and
hold extremely tight tolerances on the slider. Disk drives with
magneto-optical storage technology have a storage density of
up to 2000 megabits per square inch of the disk surface as
opposed to about 300 megabits per square inch for the current
magnetic storage drives. Magneto-optical drives are more for-
giving in the area of head disk interface. Designers have more
room to work with and these drives are very compact.

In magneto-optical recording, an optical disk is initially mag-
netized in one direction. To write on such a disk, a laser (650
to 1000 nanometer in wavelength) spot heats it to its Curie
point, the temperature at which the medium loses its magnet-
ization. The disk consists of a multilayered medium sputtered
on a glass substrate. As the spot cools, it is magnetized in the
direction opposite to the rest of the medium (Fig. 1).

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEeaTt TRANSFER. Manuscript received by the Heat Transfer Division December
13, 1988; revision received May 29, 1990. Keywords: Laser Processing, Transient
and Unsteady Heat Transfer.
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To read the recorded bits, the same laser, now operating at
diminished power, bounces a polarized beam off of the disk
surface, through an objective lens, into a photo-detector. The
reversal of the magnetization in the recorded bit causes the
plane of polarization of the reflected light to rotate slightly,
a phenomenon known as the Kerr effect (Fig. 2). This change
is detected and the recorded bit is identified. These spots with
changed magnetic properties spaced between segments of a
track with unchanged magnetic properties provide a basis for
binary code (Ohr, 1985). Erasure is a duplication of the writing
process, except the applied field is reversed to obtain uniform
magnetization. All these processes take place while the disk is
rotating at a very high speed with respect to the laser.

Apart from reading and writing processes in the magneto-
optical recording, the problem considered here is also impor-
tant from the heat conduction in composites viewpoint. Nu-
merous approaches have been taken to study heat conduction
problems in composites, such as the sophisticated continuum
mixture theory (Nayfeh, 1978) on one hand, to simple pro-
cedures that approximate a heterogeneous medium to an
‘‘equivalent”’ medium (Christensen, 1979), on the other. These
theories, although useful in some applications, impose enough
constraints to preclude their application to the problems of
practical interest. Some of these problems are discussed here.
In a previous paper, the author (Kant, 1988) has presented a
solution of a similar problem when the source was stationary.

The computer industry has long been known for pioneering
the use of thin films. Current computer products such as mem-
ory chips, magnetic disks, magneto-optical disks, optical disks
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Schematic of the magneto-optical disk drive

Optical recording head
Fig. 1

(used in a type of recording process based on the phase change
at selected spots), magnetic recording heads, etc., contain thin
films. With the increase of the use of thin films in commercial
products, it has become extremely important to obtain infor-
mation on their physical properties. Very little, if any, reliable
information exists for numerically verifying the data gathered
by the experimentalists. Many of these methods are based on
the solution of the heat conduction equation in one dimension
and some of these methods are extremely crude. Rosencwaig
et al. (1980) have solved one-dimensional heat equation in a
three-layered composite and their method remains the standard
method in pyroelectric calorimetry. Other than the fact that
this solution is one-dimensional, this method is sound. Man-
delis et al. (1985) have repeated the above method almost
entirely. Skumanich et al. (1987) have considered the same
one-dimensional approach and concluded that the substrate
effects are not important.

This problem is also attempted by Iravani and Wickram-
singhe (1985). In a nearly similar treatment (Kant, 1988), Ir-
avani and Wickramsinghe assume that the source term is
harmonic in time and consequently the temperature at any
plane parallel to z =0 is harmonic. This simplifies the problem
considerably. It is difficult to comment on the applicability of
their method to the problem under consideration. However,
it can be pointed out that the frequency of the material response
to a harmonic thermal excitation will necessarily be different,
depending upon the material characteristics and configuration.
Therefore, in the opinion of the present authors, the assump-
tion is restrictive and has been removed. Furthermore, the
results of Iravani and Wickramsinghe (1986), especially Fig.
10, indicate that the cooling process after the source is turned
off is discontinuous in the sense that it is slower in the beginning
and faster later on. It can be argued on physical grounds that

Linearly polarized
light from laser

Magneto-optic materials

Magnetic orientation
T e
Active media layer

Fig. 2 The Kerr effect

(by Newton’s law of cooling) the initial cooling rate must be
faster than the later. Results presented here do not indicate
such behavior.

The importance of numerical solutions of this problem must
also be pointed out. Tsai and Rubinsky (1984), Shin (1986),
and Salcudean et al. (1986) have attempted these problems.
Salcudean et al. use explicit and implicit finite difference meth-
ods and Rubinsky uses a so-called “‘front tracking,’”’ finite
element method. Shin has used explicit finite-difference tech-
nique to solve this problem numerically. These solutions are
very useful. As a word of caution, we might add that due to
the very fine layered structure of the medium used in optical
recording, these methods consume excessive cpu times even
on very fast machines. As mentioned earlier, the purpose of
this paper is to design operating parameters for magneto-op-
tical recording; that is, to calculate the bit size given the me-
dium, relative velocity of the laser with respect to the medium,
and the laser power. It is also important to determine how
close the laser pulses can be and still have two distinct regions,
with changed magnetization at the desired separation.

In this paper, we discuss two pulse sequences for a medium
typically used in the magneto-optical recording and show that
one pulse produces spots that are merged and the other pro-
duces distinct spots. In addition, to be able to produce two
distinct regions on the same track, it is also important to achieve
desired track separation. Depending upon the code to be writ-
ten, sometimes it is necessary to write long bits of data on the
same track. If these bits are written with one long pulse, the
net effect is that the bits so produced have variable size in the
track width direction. This causes an intertrack cross-talk (as
opposed to on-track cross-talk, which is produced when two
bits are merged or not sufficiently far apart on the same track).
To achieve this desired track separation, one must modulate
the laser power during the period in which one long sequence
of bits is written. This can be accomplished either by contin-

Nomenclature
o; = diffusivity of ith layer
x, ¥, z = Cartesian coordinates q = source strength vy, U, = parameters character-
u;(x, y, 7, t) = temperature in ith pn = reflectance at the Nth izing Gaussian profile
layer at time ¢ interface of laser
K;, Ci» p; = Fourier coefficient of ay = absorptance of Nth é = complex dielectric
heat conduction, spe- active layer tensor of active layer
cific heat, and density ¢y ¢y = relative velocity of k¥ = extinction coefficient
of ith layer disk with respect to A = complex refractive in-
h; = thickness of ith layer source dex of the active layer
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Typical laser pulses used in optical recording

uously varying the power or adjusting the power in steps (see
13-t or ts-t9 in Fig. 3). The former is difficult to achieve with
the present hardware. Using the approach discussed here, we
determine a pulse that writes a sequence that does not produce
intertrack cross-talk.

Statement of the Problem

As we have mentioned earlier, optical disks consist of a
layered medium sputtered on a thick glass substrate. Only one
of these layers, the M-O or the so-called active layer actually
contains the recorded data. We assume that all the other layers
besides the active layer are optically transparent. A moving
laser of Gaussian profile illuminates the optical disk from the
substrate direction and is perpendicular to the disk. With this
configuration, we further assume that the ith layer has its own
coordinate system, embedded in it in such a way that the
positive z;-direction points into the substrate and the plane
formed by the x;, y; directions coincides with the surface whose
z; coordinate is assigned the value z;=0. Within each layer the
value of z;>0 (see Fig. 4).

With the coordinate systems defined above, we consider a
medium consisting of (n— 1) layers resting on a half-space.
One of these layers, say the Nth, is designated to be the active
layer. In view of the comment above on the coordinate system
used in the problem, it is assumed that the temperature and
flux boundary conditions are evaluated at appropriate values
of the z coordinate. A moving laser pulse of varying intensity
produces a flux of heat energy across the planes z,=0 and
Zn= hy. The problem is to find the temperature field u;(x, y,
z, t) that satisfies the equation

Pu S P 1o 0
W P o ot
where
. & i=1,...,n
PiCi

and the following initial, regularity, boundary, and continuity
conditions

ui(x, y, z, 0) and u;(x, y, z, 1)
=0as Irl—-xi=1,...,n (2

3
Klé‘z—‘ =0atz,=0 3)

Equation (3) implies that the top layer also acts as an insulator
and no heat escapes from the top surface. This assumption is
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Fig. 4 Geometry of the problem and the coordinate system

made for simplicity; however, the mathematical analysis pre-
sented here can accommodate any given heat flux at the bound-
ary.

U= U l-—-l,.. ,n“‘l
@
ou; ouy; . .
K,-a—zl=l(,-+1 Blzﬂ i=1,...,n-1,i#N
When i=N, the following conditions hold:
gy oy oy
N-1 7, Nz
&)

auN 8uN+1
Kn _67, TN+ oz

—(I-py+1ang=0

N-—1, N, and N+ 1 correspond to the layer immediately above
the active layer, the active layer, and the layer immediately
below the active layer. The quantity py . , represents coefficient
of reflectance for the surface N+ 1 while ay is the coefficient
of absorptance for the active layer. In optical recording,
Tb,Fe,_, is commonly used as a recording medium. The in-
tensity absorptance in a layer depends on the optical properties
of the metal film and its configuration in the layered structure
(Born and Wolf, 1980). Allen and Connell (1982) have eval-
uated the optical properties of amorphous terbium-iron
(x=0.21) compound. By using ellipsometry, these authors have
reported values of the complex dielectric tensor,
€=Ree+Ime, as a function of wavelength of incident light.
From these values, the complex refractive index #=n(l + ix),
in which « is the extinction coefficient, are evaluated by the
relations (Born and Wolf, 1980, Chap. 13):
n*—n*? = Ret
(6)
nkx=Imé

Next, we calculate the intensity transmittance for a terbium-
iron layer as a function of its thickness when it is situated
between two dielectric media, a configuration often used in
optical recording. The intensity transmittance denotes the per-
centage of light transmitted into the final medium. In Fig. 5,
we show the transmittance for the case used in this paper (see
Table 2). Here the active layer is sandwiched between two layers
of sputtered SiO, and a glass substrate. Since refractive indices
of the glass and sputtered SiO, are roughly equal and both are

nonabsorbing media, we have used a trilayer model (Gray,
1963, Chap. 6) to evaluate the transmittance. In Fig. 5, it is
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seen that the intensity is extinguished to . in the first 4 nm of

the medium which is typically 5 percent of the total thickness
of the active layer. Furthermore, Fig. 5 also shows that the
transmittance of the terbium-iron layer approaches zero at
about 40 nm, which is less than the thickness of the active
layer for the example presented in this paper; thus the coef-
ficient absorptance ay is taken to be 1. Therefore, in equation
(5) we have assumed that the entire heat energy absorbed in
the active layer is expressed as the flux at the interface of the
active layer. Other authors have also used this assumption (see
for example, Burgner and Reedy, 1982). The reflectance
on-1 can similarly be evaluated by using expressions given by
Gray (1963). Bell (1986) has experimentally evaluated the re-
flectance for a terbium-iron layer and has found that it is
about 20 percent for a configuration typically used in optical
recording. In equation (5), it is further assumed that the light
is incident on the N+ 1th interface of the layered medium. In
equation (5), the source is characterized by the equation
(x-ct)* (- cyt)zg
g=p(t)exp [ %) 7

9

where ¢, and ¢, are the components of the local velocity of
laser beam in the x and y directions, respectively; v, and v,
characterize the laser profile.

For the analysis in this paper, all functions are assumed to
belong to the class L*(— o, o) of functions whose squares are
integrable in the sense of Lebegue. With this assumption, the
transforms and integrals discussed are known to exist (Miles,
1971; Sneddon, 1951).

The time-dependent amplitude, p(#). of the source g, can
be quite general; however, in the optical recording g is usually
a pulsating laser that can be represented by taking a sequence
of step functions of varying amplitude. Suppose {; for j=1,

2, ... is a sequence of successive on-off times, then
ly- 1 =L
pt) = {Pk 2k—1 2k ®)
0 ty=t<toyn

fork=1,2, ... (seeFig. 3). In equations (1)-(6), the subscript
i on the variables x, y, z referring to the coordinate system
attached to each layer is dropped for simplicity. Equations (4)
are continuity conditions for the temperature and the flux,
respectively, at layer interfaces. Finally, equation (5) describes
the conditions at the surfaces of the active layer. These express
the flux continuity at these interfaces and also account for the
amount of heat added per unit area.

Journal of Heat Transfer

The Method

Application of integral transforms reduces the boundary and
initial value problems governed by partial differential equa-
tions to ordinary differential equations. We apply the Laplace
transform (Miles, 1971) in the ¢ variable and the two-dimen-
sional Fourier transform in the x and y variables (Sneddon,
1951). These pairs are defined by

Lf))=F(s)= Sof(t)e‘s’dt
¢+ ioa (9)
o F(s)e'ds

c— 1

-1 - -
ETUF©) =/ = 5 |

where c is chosen such that all the singularities, if any, are to
the left of ¢, and

S0 7)) =F (6 1= | | oS ye e Dy

EF*I{F(E, nN)y=f(x,y)= S*mSﬂ»F(E’ n)ei27r(Ex+1l}')d£dn
(10)

We also define by %; (¢, u, 2, £) and Ui(£, n, z, 5) the quan-
tities

Ei(é) 7, %, l)=§[ui(x:y: 2, t)]z (11)
(]I(E) 7 %, S):"B{ﬁl(ga 7 2y t)}

Application of the abovementioned transform procedures
to equation (1) in conjunction with the initial condition (2)
yields

QU |,
— NU.=
= NU=0 12)
where
N=4r2(E*+ )+ o s (13)

In equations (3)-(5), u; is replaced by U;. The quantity g in
equation (5) is replaced by

a2
Q(E, 7 S)=7rvxvye ('{%{2‘*‘1{%7[2)

o
X SO P(t)e—Z-/ri(Ecx+ncY)le—stdt

(14)
Solution
The solution of equation (12) is
C/,(E, 75 S Z) :Ai(E: s s)e_)\iz_i_Bi(E’ s S)e)\iz (15)

i=1,2,...,n

Equation (15) represents the temperature in the ith layer in the
transformed domain. For a medium consisting of n—1 layers
resting on a half-space, there are n such solutions and they
involve 2n— 1 unknown coefficients. Equations (2)-(6) rep-
resent 2n conditions for 2n unknowns A4;, B;. Application of
these conditions results in the following 2n — 1 algebraic equa-
tions for the functions 4;, B; (B,=0):
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For later reference, we write equation (16) in the symbolic
form

(16)

[VVij(zv 7, S)]{Gj(f, 7 S)}=Q(Ea~7hs)(.f}} {amn

The matrix [W;]is a banded complex matrix. The solution to
equation (18) can also be expressed in symbolic form as

e} =0, 0, )W) (18)

In this equation
{6} =1{Ao B . . .. A, B, . 3T (19)

Substituting {¢;} from equation (18) into equation (15), we
get

N
< a1 =pn+1) }Q(S, 7, §)
S

g
L

1

(]l(gi 7, S, z)le($9 7 S)Q(E’ My S) (20)
Li(§, u, 5) = [Ex Wl ™' (f}) @1

IR
B,
A,
AN—]
By
An

< BNf
Ansi
By,

IRy

where

-1

e g g 0 0 0 0
0 0 e ™ gz 9 0 0
[Ex]= 0 0 0 0 e ™M gt g

(6’ )\h)n -1

(22)

The solutions (20) are in the transformed domain and have to
be inverted to get the temperature fields. The Laplace trans-
form of equation (21) is given by (see Miles, 1971, and Kant,
1988)

(e— )\h)n -1

!

(€, n, 2, 0)= SOZI'(E, n, wi(€, n, 2, t—u)du  (23)
where
GUE m, w)=muv,e TR G2 M () (04

-1

and
1 c+ i
b= Sc_l,m Li"ds (25)

— (&kNw

(Cad
(ke ™)y (AN (Mg — (N

-1

Evaluation of the integral (25) is not an easy task. Therefore,
we employ a technique developed by Crump (1979). According
to this method, /;(§, y, ¢) is given by

-1
(e ™)y

e[ w— 1 kwt
i = — RelL. (¢, n, 2, kwi+a)cos —
(5,1, 2, 1) T[gi(lww eLi(£, 1, 2, kmi+a)cos =

ket
—ImL;(£, 7, z, kwi+1) sin T”H 26)

where in equation (26), Re and Im respectively represent real
and imaginary parts. This expression is valid for the time
interval 0 <7=<¢. The accuracy of the inversion is determined
by the expression e~ %" = ¢ ; e is any desired number. Substituting
equations (24) and (26) into equation (23), we get

(e @Mn_,
(kAe” M)N— 1 (K>\e>\h)N— 1 (kN

— n a2 2. 92,232
u‘-(é, 1, Z, t) :; vv,e ks (U,?x'f +vgn“)

—1
— (kM)

i i 12 e ReLC1, O, K, T,)
° ° eL; ta s by
P R B (7 I

—ImLS(t, 6, k, T,)] @n

where
Oy= 2wi(kc,+mey)

_
—-T

1
™ @
(Ae™™); (kNeM) (kN),

L Note: (khe™ M), =g\ e M1

Pp,= sequence of step functions approximating
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p(¢) on time interval T, {7y Ty to 1)

G
S

C

(t, 00’ ka Tq)= (t’ 00: ka qu)

C
- Sll (t9 009 k’ qu)'

Cl(t, 009 k’ Tq )=600(’"Tqm)

m

X {6y cos B(t— fqm) + B sin B(f— Tqm)}

and

Si(t, 0o, k, T, folt = Tay)

Iﬂ) =e

X [!90 sin ﬁ(t— Tqm) — B cos B(I— Tqm)}

Equation (27) represents temperatures in the ‘‘frequency’’
domain. To obtain temperatures in the space (x —y domain),
we must evaluate the inverse Fourier transform of #,(&, 7, z,
t) according to expression:

Ux, y, 2, 1) = Sim[ S—w u;i(k, 1, 2, t)ez”igxdé]ez""”ydn
(28)

In evaluating equation (27), we use the so-called Fast Fourier
Transform method of Cooley et al.

Discussion of Results

In this section, we present results for a medium typically
used in optical recording. The values of the material parameters
are given in Table 1. All results presented here are for layer
number 2, which is the active layer. The temperature is plotted
for the bottom surface of the active layer. The laser beam
illuminates the medium from the half-space side. The reflection
at the surface of the active layer is taken to be 20 percent. It
is assumed that the laser beam moves along the line x =0 with
a prescribed velocity of 10 m/s and the coefficient of absorp-
tance is taken to be 1.0. Further, it is also assumed that there
is no reflecting layer on top of the active layer. For the case
when the velocity of the source is v =0, results obtained in the
present investigation were in agreement with those reported
by Kant (1988). To avoid duplication, we omit presentation
of the case when the laser is stationary and proceed directly

to the more interesting case when the laser is translating, i.e.,
the case when bits are being written on the disk.

As stated previously, the laser pulse is used to change the
magnetic properties of the medium. If two pulses of laser beam
are sufficiently close, then it is likely that the regions with
changed magnetic properties are very close and may be merged
together, whereas if two pulses of laser beam are far apart
then the two regions may be farther apart than is necessary,
resulting in a loss of bit density.

In this samplé problem, we show results for the pulses de-
scribed in Table 2. In Fig. 6, we show the temperature distri-
bution, for pulse number 2, at the center of the laser beam at
the bottom surface of the active layer on the line along which
the source moves with a prescribed velocity of 10 m/s. The
temperature distributions after 150, 200, 450, 500, and 650 ns
are shown by curves 1-5, respectively. Curve 1 shows the tem-
perature after 150 ns, which also is the time duration for which
the laser remains on. It can be seen that peak temperature
nearly follows the laser beam. Curves 2-4 show temperature
distribution while the laser is off but continues to move along
the line. When the laser is turned off, the peak temperature
begins to decrease and some adjustment in the distribution
takes place. The temperature continues to decrease until 500
ns (Curve 4), at which time the laser is turned on once again.

300

Degrees, °C
200

100

()

—4 0 4 8
Distance, um

Fig. 6 Temperature at the bottom surface of the active layer along the
line of laser travel at various times, pulse 2

Table 1 Material parameters

Layer No. < cal ) ( g ) <ca1> hA)
KL= Pl —3 cl—
$°C cm cm g°C
1 0.0033 2.2 0.18 710
2 0.095 7.87 0.097 800
3 0.0033 2.2 0.18 710
4 0.0025 2.76 0.20 )
Notes: No reflecting layer present.
Absorptance coefficient for the active layer (#2)= 1.0.
Reflectance for the bottom surface of the active layer = 50 percent.
Table 2 Pulse characteristics
Pulse Power Laser on v,
number (mW) from to (ym)
(ns)
1 20 { 0 150 0.6005
230 380
2 20 { 0 150 0.6005
' 500 650

Note: v,=v,=v,.

Journal of Heat Transfer

FEBRUARY 1991, Vol. 113 /17

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) Time=150 ns

N [ T ]
o | ﬁ
o |
E |
i |
© | |
= |

O 1 L L i

-4 =2 0 7 4
Micrometer
(b) Time=180 ns

C\I ﬁl T T Iw
o | |
O
o 20 |
5 | |
O | |
= |

O i i 1

-2 0 7 4
Micrometer

o | .
v | :
v |
c 20 ]
5 | _
o l
= | ]
O H i L f a4 | 1 L
-4 =2 0 2 4
Micrometer
(d) Time=230 ns
o~ T ' ]
o | j
o |
& 20 |
5 | ]
o |
= ’
O { Y [ i 1

-4 =2 0 7 4
Micrometer

(e) Time=380 ns

2

1

Micrometer

O

—4

O 2 4

Micrometer

Fig. 7 Isotherms for tempefature distribution, pulse 1

The temperature then begins to rise again. Curve 5 shows the
temperature after 650 ns at which time the laser is turned off
again. We can see that at this time there is a different peak
near 6.5 um, which is the location of the laser beam.

We next consider the temperature distribution in the x-y
plane of the layer. In this investigation, we wish to calculate

18 / Vol. 113, FEBRUARY 1991

the domain where the magnetic properties have changed, i.e.,
the ‘‘spot size.”” The area enclosed within the Curie temper-
ature (temperature at which the magnetic properties of the
material change) is the size of the spot. In Figs. 7(a-e), we
show isotherms at intervals of 20°C. Figure 7(a) shows the
isotherms at 150 ns at which time the laser is turned off. In
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Fig. 9 Isotherms for temperature distribution, pulse 2

Figs. 7(b-d), we show isotherms at 180, 210, and 230 ns. Note
that the laser is off during this period, and we see that the
active layer cools down considerably. At 230 ns, the laser
turned on again for 150 ns for writing the second spot. Figure
7(e) shows isotherms at 380 ns, at which time the laser is once

Journal of Heat Transfer
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Fig. 10 Spot size, pulse 2
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Fig. 11(a) Spot size, uniform pulse
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Fig. 11(b) Spot size, modulated pulse

again turned off after being on for 150 ns. Once again tem-
perature isotherms similar to Fig. 7(@) are produced but at a
different location. In order to determine the spot size, we must
know the area within which the temperature was equal to or
higher than the Curie temperature of the material during the
entire course of a pulse. We do this by updating the records
of maximum temperatures on the x, y plane at various time
intervals. We show this record for pulse number 1 (0— 150,
230—380 on) in Fig. 8. For the material of the active layer
under consideration the Curie temperature is 100°C. The shaded
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area enclosed within the 100°C isotherm has been demagne-
tized and, therefore, represents the spot size. It is seen from
Fig. 8 that the two spots written by pulse number 1 are merged
and cross-talk exists. The recording is not good.

Figures 9(a, b) show isotherms at 500 and 650 ns for pulse
number 2 (0— 150, 500—650 on). These two figures are a
continuation of the series of Figs. 7(a-d). We see (Fig. 9(a))
that the temperature continues to decrease to almost initial
conditions. At 500 ns, the temperature at the center of the
“‘spot’’ is less than 40°C. In Fig. 8(b), we show isotherms after
650 ns. At this time, the laser is turned off once again after
being turned on for 150 ns (for comparison with pulse number
1, see Fig. 7(a)). This ‘‘spot’’ is similar to the ‘‘spot’’ shown
in Fig. 7(@). In Fig. 10, we show the record of maximum
temperature for pulse number 2. In this case, the shaded areas
enclosed within the 100°C isotherms are separated from each
other by approximately 2 um and there is no cross-talk. The
recording is good.

We next consider the inverse problem of determining the
pulse-sequence to produce a long spot with no intertrack cross-
talk. In Fig. 11(a), we show the spot produced by a long pulse
{6 mW (0—320), v,=v,=v,=0.54 pm, c,=5.9 m/s, ¢,=0]}.
As we can see, the spot dimension increases in the direction
perpendicular to the track. In this case, in order to prevent
intertrack cross-talk, the tracks have to be separated by at least
1.3um. To increase the track density, it is desirable to produce
a spot as straight as possible. This can be accomplished by
modulating the power in the beam with time. After a few
iterations, we arrived at a pulse with the following history: {6
mW (0—50), 5.5 mW (142—177), and 4.75 mW (270—320);
U, =0,=0,=0.54 pm, c,=5.9 m/s, ¢,=0}. The spot produced
by this pulse history is straight (Fig. 11(b)). Consequently, the
track separation can be reduced to achieve higher track density.
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Recrystallization of thin semiconductor films can yield improved electrical and
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crystalline properties. The recrystallization is often effected by using a laser source
to melt the semiconductor that has been deposited on an amorphous insulating
substrate. This paper describes detailed experimental observations of the associated

phase-change process. A computational conductive heat transfer model is presented.
The numerical predictions are compared to the experimental results and good agree-

ment is obtained.

I Introduction

A technique oriented toward the fabrication of high-per-
formance electronic devices is the recrystallization of thin sem-
iconductor films deposited on amorphous substrates. The use
of light sources and, in particular, lasers to melt and subse-
quently recrystallize thin semiconductor layers on insulators
(SOI structures) has shown good potential for applications to
commercial VLSI technology (Tsaur, 1986). Despite the sig-
nificant progress that has been made toward improving the
crystal growth in thin silicon films, it has not been possible
consistently to eliminate the formation of grain boundaries in
the recrystallized material. These grain boundaries are detri-
mental (Celler, 1983; Fan et al., 1983) to the use of the material
as an active component in electronic devices. The silicon film
melting and recyrstallization is controlled by (1) the laser beam
total power, (2) the shape of the laser beam intensity distri-
bution, and (3) the material translation speed. To optimize
these parameters, it is necessary to model the heat transfer
associated with the melting process. Experimental studies (Ka-
wamura et al., 1982; Stultz and Gibbons, 1981) have shown
some success in controlling crystal growth by modifying the
laser beam shape, and thus the induced temperature field.
Accurate theoretical modeling of thin film laser annealing is
essential for material processing improvements.

The steady-state temperature distribution in the melting of
a thick silicon slab by a stationary laser light source has been
obtained by Kokorowski et al. (1981). Schvan and Thomas
(1985) used the enthalpy formulation of phase-change prob-
lems along with simplifying assumptions to obtain the transient
temperature distribution for a nonmoving thick silicon slab
irradiated with a stationary light source. One-dimensional
phase-change finite difference models (Kubota et al., 1986;
Miaoulis and Mikic, 1986) have been developed to study the
effects of the laser beam scanning rates and the encapsulating
structural configurations. Approximate solutions for the tem-
perature field distribution in melting of thin silicon layers by
scanning laser beams of elliptical or circular symmetry have
been given by Waechter et al. (1986) and Willems et al. (1987).

A three-dimensional transient numerical algorithm for thin
silicon film laser melting and recrystallization based on the
enthalpy formulation (Atthey, 1974; Shamsundar and Spar-
row, 1975, 1976) has been presented by Grigoropoulos et al.
(1986). The sensitivity of the melt zone to the different material
properties and laser beam parameters has been analyzed when

'Present address: Department of Mechanical Engineering, University of Cal-
ifornia, Berkeley, CA 94720.

Contributed by the Heat Transfer Division and presented at the National Heat
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Change Phenomena.
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melted by infinitely wide laser beams (Grigoropoulos et al.,
1990); the results were compared to a limited set of experi-
mental data of monochromatic CW Argon ion laser beam
melting of thin silicon films (Grigoropoulos et al., 1988) and
reasonable agreement was obtained.

In this work, sufficient experimental data are obtained to
validate a three-dimensional transient heat transfer algorithm
for predicting the phase-change process. The experimental un-
certainty is reduced by direct measurement of the laser beam
parameters. It is therefore possible to compare the heat transfer
solutions to the experimental results. To the knowledge of these
authors, such a detailed comparison has not been reported.

II Experimental Procedure and Results

A sketch of the laser annealing experimental apparatus is
shown in Fig. 1. A Spectra Physics 164-08 4W CW Argon ion
laser is used as the annealing source. This laser operates in the
fundamental mode, TEMg, with a Gaussian intensity distri-
bution across the multiline laser beam. The laser beam line
centers, \;, and the corresponding power fractions f,(i) have
been measured using a monochromator system and are given
in Table 1. This table shows that most of the laser beam power

display

/

microscope
translation
/ stage
sample
Y
X
spherical
lens z
micrometer
computer
annealing

faser
Fig. 1 Schematic of the laser annealing experimental apparatus
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SME

opyright; see http://www.asme.org/terms/Terms_Use.cfm



is centered around the A=488 nm (blue) and A=514.5 nm
(green) wavelengths. The description of the laser beam ab-
sorption by the silicon layer requires a knowledge of the ma-
terial radiative property spectral properties and estimates of
the laser beam intensity distribution.

The laser beam is focused by a spherical lens of f=10 cm
focal length on the silicon sample, which is mounted on a
precision translation stage. The repeatable positioning accu-
racy is 1 pm and the maximum constant speed is 2 mm/s. The
experiments were performed on 0.5-um-thick polysilicon layer
deposited on bulk, fused silica wafers of 7.6-cm diameter and
0.5-mm thickness. The silicon layer is encapsulated by a 0.5-
wm-thick SiO, layer. This encapsulating layer prevents the gen-
eration of thermocapillary-driven flows and mass transport in
the molten silicon pool.

The laser beam passes through the transparent (in the visible
spectrum) glass substrate and is partially absorbed in the film.,
The transmitted light passes through the transparent encap-
sulating layer and is observed by using an optical microscope.
The different experiments were conducted by placing the sam-
ple at different locations along the zy axis, thus changing the
intensity of the beam. In order to define this intensity, it is
necessary to measure the laser beam dimensions as a function
of z;. The laser beam dimensions are measured using a variable
frequency rotating blade chopper, which is traversed along the
propagation axis of the laser beam (Fig. 2). An interference
filter is used to isolate the blue (A,=488 nm) component of
the laser beam. This Gaussian beam is chopped and the chopped
light is focused on the silicon photodiode to give a waveform
profile that is captured by a 11402 Tektronix digitizing oscil-
loscope. A least-squares analysis is used to fit the Gaussian
profile of the laser beam intensity radius, w,,, to this wave-
form. Figure 3 shows the 1/e irradiance radius, wy,, in the
vicinity of the focal waist.

Wi (27) =33.67—0.149z;+ 0.457z;— 0.013z} )

A standard expression for the calculation of the laser beam
1/e irradiance radius at the focal waist, wy, is

_2-)\of
—7rwlens

wy )
The theoretically minimum laser beam 1/e radius, predicted
by equation (2), is wy=19 um, in contrast with the measured
minimum 1/e radius of about 30 um. The difference is attrib-
uted to focusing lens aberrations. In practice, a correction

Table 1 Power fractions for the laser beam components; laser beam
total power P;=2.0 W

wavelength, Aj (nm) Power fractions, fp

457.9 0.03
476.5 0.10
488.0 0.32
496.5 0.11
501.7 0.08
514.5 0.36

computer

digitizing storage
oscilloscope

— silicon photodicde

rotating chopper

m /blue laser beam
i spharical
I <A>/ focusing lens

micrometer

micrometer
blue (A = 488 nm)
interference filter
[— ]
\ muftiline
laser beam

Fig.2 Schematic of experimental arrangement of measurement of laser
beam parameters

factor of about 1.5 is suggested for equation (2) by the lens
manufacturer. The distance z, along the laser beam axis can
be directly related to the spherical lens travel, with an error

Nomenclature
the surface of the top encap- Q. = power absorbed by the thin
a, = linear coefficient of temper- sulating layer silicon layer
ature dependence of the real H = enthalpy O™ = laser light source irradiance
part of the silicon refractive J = imaginary unit distribution
index k = thermal conductivity Q° = peak power intensity of the
¢, = specific heat k™' = extinction coefficient laser beam
dene = encapsulating layer thickness kg = extinction coefficient of sili- Q..a = radiative loss from the sili-
ds; = semiconductor layer thick- con at 300 K con layer through the cap-
ness L = latent heat of fusion ping layer and the glass
di; = substrate thickness M = transmission characteristic substrate
f = focal length of spherical fo- matrix R = reflectivity
cusing lens ng = real part of the silicon re- r = reflective coefficient
Ji = liquid silicon volume frac- fractive index ry = iterative convergence crite-
tion =1—f; n% = real part of the silicon re- rion
Jp{i) = fraction of laser power for fractive index at 300 K Sy = molten pool size in the di-
the A; laser light wavelength n, = number of laser beam peak rection of motion
line wavelengths s, = molten pool size in the di-
fs = solid silicon volume fraction A = complex refractive index rection transverse o the
h; = heat transfer coefficient at p = complex characteristic ma- translating motion
the bottom substrate surface trix coefficient ¢ = time
h, = heat transfer coefficient at Pr = laser beam total power ¢, = transmission coefficient
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R o Table 2 Experimentally measured molten pool diameters in um; partial
10 melting conditions are indicated by “mushy” and absence of phase
- change to liquid is marked by “solid”
=3
= 80 V_(mm/s)
a Wyp(m) PT(W)
3¢ = 00 05 10 20
R N } ' 90 1.0 solid solid solid solid
® 60 14 solid solid solid solid
2 b\(x WV‘ 18 mushy mushy mushy mushy
s ] 84 1.0 solid sotid solid solid
&’ {n P}/ 1.4 mushy solid solid mushy
40 18 mushy mushy mushy mushy
5 bt 78 10 solid solid solid solid
g 14 mushy mushy mushy mushy
18 131 133 131 125
§ €9 73 10 solid solid solid solid
2 14 mushy mushy mushy mushy
3 18 133 131 131 125
0 68 10 solid solid solid solid
- _ 14 94 97 mushy mushy
10 5 o 5 10 15 18 136 139 133 131
Distance, z; C(mm}) 62 1.0 mushy mushy mushy solid
14 100 100 94 97
Fig. 3 Graph of the 1/e laser beam irradiance radius, w,,, as a function 18 133 133 133 128
of the distance along the beam axis 57 1.0 mushy 67 mushy mushy
14 100 100 97 100
18 133 133 133 131
53 1.0 78 72 75 mushy
of about 1 percent. The total error in the measurement of the 14 122 106 97 94
laser beam diameter was estimated to be 7 percent. The location " }‘g 175 17255 17258 16199
of the laser beam focal waist and the measured laser beam 14 100 100 97 103
profiles were independently verified by scanning a knife-edge “ }-g 18218 17252 17225 16199
attached to the sample translation stage. Thin lens optics anal- 14 4 o 9 o4
ysis (Yariv, 1976) indicates that the laser beam 1/e radius for 1.8 119 119 117 114
the wavelength A, at the focal waist is given by. 41 1.0 81 75 72 67
14 92 89 89 92
18 114 114 111 m
)\ 38 1.0 72 69 72 67
) _ N 14 89 86 83 92
Wrilzs) = W (27) " 3 18 keyhole | keyhole 100 keyhole
36 1.0 72 67 64 67
The laser beam total power incident on the sample was meas- 14 78 8 72 83
X ile detect d librated 18 keyhole keyhole 100 keyhole
u.rgd by usmg.both a thermopi ¢ detector and a calibrate 240 10 67 64 61 62
silicon photodiode-attenuator device. These systems have a 14 72 81 75 81
measurement accuracy of 5 percent. The laser beam peak power 57 }'g ke)gf‘e ke)g;"‘e keYsg"‘e ke)’é};"le
density for any position z,is given by 14 keyhole 78 75 75
1.8 keyhole keyhole keyhole keyhole

Spli)
Twa(2)?

My
Q°(z) =Pry, @)
i=1
there is no phase boundary distortion due to the material trans-
lation speed. Part of the experimental results are represented
in Table 2. As expected by an order of magnitude analysis and

verified by the computational results, the effects of the material

In the experiments, the power level, the distance z;, and the
material translation speed were varied. The experimental ob-
servations show that the molten zone is nearly circular and

Nomenclature (cont.)

T = temperature x . = coordinate in the scanning o = density
T,, = melting temperature direction (Fig. 5) o = Stefan-Boltzmann constant
T. = ambient temperature y = coordinate in the transverse 7 = transmissivity
V = material translation speed direction (Fig. 5)
w = distance from the laser beam z = coordinate normal to the .
center to the point where the sample surface (Fig. 5) Subscipts
laser beam irradiance inten- zy = distance along the laser enc = encapsulating layer
sity drops to 1/e of its peak beam axis from the beam J = laser beam focal waist
value focal waist ! = liquid silicon
wy, = distance from the laser beam A = computational grid spacing s = solid silicon
center to the point where the € = emissivity si = silicon
irradiance intensity of the 6, = incidence angle with respect ss = substrate
blue (A =488 nm) compo- to the outward normal to
nent of the laser beam drops the surface .
to 1/e of its peak value 6; = complex angle of refraction Superscripts
wy; = distance from the laser beam in an absorbing film m = iteration level
center to the point where the A = laser light wavelength + = emissive loss through the
irradiance of the \; wave- N\; = wavelength of laser line cen- top encapsulating layer sur-
length component of the ter (i=1,...,ny) face
laser beam drops to 1/e of Ay = blue (A\=488 nm) laser light — = emissive loss through the

its peak value
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translation speed are small compared to the conductive heat
transfer. In general, speeds in this low range (0-3 mm/s) have
been found effective in the zone melting and recrystallization
of semiconductor layers on insulators (Pfeiffer et al., 1987).
The change in the molten pool size is small as the laser beam
size is increased for wy,>50 um.

Figure 4(a) corresponds to the maximum laser power den51ty
that is incident on the silicon layer when the laser beam is
intercepted at its focal waist. It is seen that the silicon solid-
ification edge is pulled into a ‘‘keyhole’’ leaving a narrow strip
of bare substrate behind its center. As the laser beam size is
increased, a uniform molten zone is observed (Fig. 4b). Upon
further increase of the laser beam size, partial melting occurs
(Fig. 4c). The partially molten zone is recrystallized into a
chaotic structure as it moves through the polysilicon layer.

III Computational Analysis

A sketch of the basic structure is shown in Fig. 5. A poly-
silicon film of thickness d; is deposited on a fused silica sub-
strate of thickness d,, and encapsulated by a SiO, layer of
thickness d.,.. A laser beam of Gaussian intensity distribution
passes through the substrate, and is partially absorbed in the
silicon film. Heat is lost from the upper and bottom surfaces
of the structure by convection and radiation. The silicon film
and the capping layer are thin (of 0.5 um thickness each);
hence, the heat transfer in each of these films can be represented
by the heat conduction equation integrated across their re-
spective layer thicknesses. For temperatures below the melting
temperature, the heat transfer in the silicon film is given by

aT, AT\ _ 8 AT,
Psi( Tsi) Cp;si( Ty) <a_t51 +V E) aX (ksz ( TSI) )

T, > Tsi " %rad, si Tsi
2 (ks,(n,)a S'>+ Cap e o) = Dra L)

3
aTsz aTsi
ks:( TSI) [ - 'a_ ]
2=dgj+denc 2 lz=dgy (5)
dsi
In the top capping layer
aT, oT,
€nc V enc
peﬂC(TSS)anC( nC)( at + ax >
a Tenc a enc>
= o T ™ en Tn
ax < enc( CnC) ) + 6}) < C( € C) y
a7,
hu ( 7;nc - Tw) enc ( 7:mc) znc d - Qrad,enc
Z=denc
- 6
denC ( )
The heat conduction equation in the substrate is
0T AT T
ss ( Tss)Cp ss( Tis) < 4 ) = <kss( Ty) >
dax ax
a3 aT, a aT,
a <kss(Tss) SS) + a_.Z <kss(Tss) '3‘;"5) 0]

The laser beam energy that is absorbed by the silicon layer is '

given by
Qus (%, ¥, Ty)) = E[l = Ru(Ty) = il T)IOS (x, ») (8)

i=1
The radiative flux balance and the thin film reflectivity and
transmissivity are calculated using thin film optics that take
into account wave interference effects (Appendix A). The ma-
terial optical properties used in these calculations are given in
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Fig.4(a) Micrograph of light transmitted through the silicon layer: laser
beam power P;=1.8 W; material translation speed V=2 mm/s; and 1/e
irradiance radius w,,=34 um

100 um
oMo gty .. sl

Fig.4(b) Micrograph of light transmitted through the silicon layer: laser
beam power Pr=1.8 W; material translation speed V=2 mmls; and 1/e
irradiance radius w,, =48 ym

Fig.4(c) Micrograph of light transmitted through the silicon layer: laser
beam power P;=1.8 W, the silicon layer is not moving; and 1/eirradiance
radius w,, =90 um

Appendix B. Figure 6 shows the film reflectivity, transmissiv-
ity, and absorptivity as functions of the solid silicon film tem-
perature for the A\, =488 nm wavelength. When liquid, the
silicon film is opaque and its reflectivity at the same wavelength
is R;=0.527. The laser beam intensity distribution is assumed
to be Gaussian and circular.

xz 2
M. (X, ¥) = Qfexp [— ‘;xy} ©®
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Fig. 5 Sketch of a silicon layer of thickness d;;, deposited on a glass
substrate of thickness d,,, and encapsulated by a glass layer of thickness
denc
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Fig. 6 Thin film reflectivity, transmissivity, and absorptivity as func-
tions of the siticon layer temperature for the A, = 488 nm wavelength

To evaluate the radiative thermal emission losses an isothermal
structure was considered as subjected to unpolarized irradia-
tion. The directional spectral absorptivities were calculated by
analyzing the electromagnetic wave propagation through the
stratified structure (Appendix A). The hemispherical total em-
issivities ez, €F 5, ex were then evaluated by integrating, first
with respect to direction and then over the wavelength spec-
trum, using Planck’s spectral distribution of emissive power.
These emissivities are shown in Fig. 7, as functions of tem-
perature. Upon melting of the silicon layer, its emissivities are
€1,=0.132, €;,=0.113, and the emissivity from the bottom
substrate surface, e =0.128.

The radiative loss from the silicon layer is

Qraasi=0 (e +65 ) (Thi—Ta) (10)

The emissive loss through the substrate g ~0(1073), since
the solid silicon film is optically thin in the infrared range, as
compared to the substrate.

The term A, ( T,,. — T-) in equation (6) represents the energy
convected from the silicon layer surface to the surroundings.
The radiative loss from the encapsulating layer is

Orad, enc= U(Ee;c + €einc)(Teinc - TZ,,) 1

The emissive loss through the substrate is negligible,
€ene=O(107%).

It was assumed that thermal contact between adjacent layers
is perfect. Throughout these calculations bulk properties were
assumed. The silicon layer thermal and optical properties may
depart from the bulk values. Additional experiments are needed
to measure these departures. The boundary condition at the
bottom substrate surface is

Journal of Heat Transfer
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Fig. 7 Predicted emissivities as functions of temperature
aT,
_kss = =hl[T'ss(xa Y, denc+dsi+dss) - Too]
07 |z=dgpe+dg+dgg

+ € U[Tss(x’ Vs denc+dsi+dss)4_ Too4] (12)

The coefficients 4, and A, are estimated using expressions for
free convection from horizontal surfaces. The thermal emission
losses are small compared to the absorbed laser power flux.
The computations for a laser power Pr=1.8 W, wy;,=40 um
predict silicon melting and maximum temperature in the neigh-
borhood of 2500 K. The absorbed peak power flux by the
silicon film is approximately Q,,=1.4X% 10® W/m?2. The
emissive loss from the silicon layer is Qg = 5% 10° W/m?.
The heat transfer is conduction dominated and there is no need
for solving the complete equation of radiative transfer in sem-
itransparent materials. This would be the case in processing
with a CO, laser (A=10.6 um) where both the encapsulating
layer and the substrate must be treated as participating media.

The enthalpy function is used to account for phase change
in the silicon layer. r

Hg(T)= SO psi(T)Cp;si(T)dT’ T< Tm (13)
T
Hsi(T) = Sopsi(T)cp;si(T)dT'l'L! > Tm (14)

where the density pg; and the specific heat vary differently with
temperature in the solid and liquid phases. For T=T,, the
enthalpy function assumes values between H,; and H, ;

Tm
Hs,si( T)= SO psi(T) Cp;si( dT (15)
T
H,;(T)= SO psi{ T)cpsi(T)dT+ L (16)

The enthalpy value H= H, ; is assigned to solid material at the
melting temperature, while H = H, ; corresponds to pure liquid
at the same temperature. Thus, there exists a region in which
the melting is partial, and is defined by

I—Is,si<Hsi<Hl,si; T= Tm (17)

Each point within this region can be assigned a solid fraction

Js(x, y, ¢) and a liquid fraction fi(x, y, ¢) for which

Sl y, ) +filx, y, 1) =1 (18)

Thus, the enthalpy function during melting at T=T,, is given
by

Hy=H,g+fL (19)

The enthalpy function in the glass substrate and the encap-

sulating layer is
T

H(T) = Sop(T)cp(T)dT 0)
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210 ym ———

210 um

Fig. 8 Grid spacing in the x-y plane, toward the center of the laser
beam

Using the enthalpy as dependent variable, along with the tem-
perature, equation (5) is written

aHsi(Tsi) aflsi(Tsi) . _a_ ( aTsi)
s PV T T (T

a aTsi> Qab(x’ Y5 Tsi) _Qrad(T:ri)
+ — kAT —) + 21
iy (b7 5, dy b
aTy i
ksi(Tsi)[ = - aTst :]
07 |o= dsi+denc 97 |o= denc

dy;

The initial temperature is assumed to be the ambient temper-
ature T,,. The conductive heat transfer equations and boundary
conditions were discretized by using a control volume finite
difference approach. For short times, when the temperature
in the silicon layer is below the melting temperature, the heat
conduction is solved by a three-step ADI finite difference al-
gorithm. When the temperature in the silicon layer reaches the
melting temperature at any location, equation (21) is solved
by using a modified Gauss-Seidel iteration scheme for the
liquid fraction, f; and the temperature T;. Microscopic ob-
servations of cross sections through recrystallized silicon layers
have shown that melting occurs uniformly through the thick-
ness of the film. The dendritic formations observed in partial
melting also extend through the silicon layer. Accordingly, the
computational scheme assumes that the silicon melting occurs
uniformly through the thickness of the film, so that f; may be
assigned to the local melted area fraction. Thus, for the com-
putational nodes that are found to be at 7,,, the absorbed
power density, Q,,, and the radiation loss, Q,.4, scale with the
phase fraction, f;. Vaporization effects that occur when the
film temperature reaches the boiling point have not been in-
corporated into this model.

The computational domain was discretized by using an or-
thogonal mesh of nonuniform grid spacing, which was scaled
with the incident laser beam 1/e radius, wy,, in the x and y
directions. The grid spacing was kept at A= w,;,/10, toward
the center of the laser beam. This grid spacing was sufficient
to capture accurately the temperature field variation in the
liquid pool and across the phase boundary. The mesh was also
variable in the z direction, with the first points placed close
to the film to obtain the heat flux penetration into the substrate.
Because of the symmetry of the problem, the temperature
distribution was solved in one half of the physical domain,
with the x-z plane considered adiabatic. In the computations
a 51 x 26 x 20 mesh was used. Figure 8 shows the x-y mesh
distribution toward the center of the laser beam. The temper-
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Fig.9 Predicted temperature history of silicon layer at the laser beam
center

ature field solution did not noticeably change when the mesh
was refined by a factor of two.
The criterion used for the iterative convergence of the tem-
perature field at each time step was
max[| 774 — TY 1 <rs 22
ik
No appreciable changes in the calculated maximum temper-
ature were observed when r, was changed from 0.01 K to 0.2
K. In the calculations presented in this paper, 7, was set at 0.1
K. The same criterion was applied to determine the convergence
of the temperature field to the quasi-steady, fixed with respect
to the xyz system of coordinates, temperature distribution.

IV Numerical Results and Comparisons to Experi-
mental Data

The calculations were carried out for a range of parameters
that corresponds to the experiments. It was assumed that the
laser beam is turned on instantaneously and that it is focused
on the moving silicon layer. Results are presented for a laser
beam total power, Pr= 1.8 W and material translation speed,
V=2 mmy/s. Figure 9 shows the silicon temperature rise of the
silicon film at the center of the laser beam for 1/e laser beam
intensity radii, wy,, of 40, 50, 60, and 70 um. It is seen that
after an elapsed time of about 20 ms, a quasi-steady temper-
ature distribution is virtually established.

Figure 10(a) shows a contour plot of the temperature field
in the silicon layer, for wy,=50 um. In accordance with the
experimental evidence, it is seen that the speed effect is small,
in that the molten pool shape, defined by the T= 1685 K iso-
therm, is almost perfectly circular. Figure 10(b) shows the
corresponding temperature distribution on the x-z plane cross
section through the substrate. Due to the relatively poor ther-
mal conductivity of the substrate, the distortion of the tem-
perature field isotherms due to material motion is more
pronounced in the substrate. The computations for wy,=30
um, Pr=1.8 W, and V=2 mm/s show that the maximum
temperature in the silicon layer rises to the boiling point,

. Tp,=2628 K, within 3 ms. This is related to the ‘‘keyhole”

formation observed in the experiments for the above param-
eters. For wy, =40 pum, Pr=1.8 W and V=2 mm/s the cal-
culations predict a uniformly liquid molten pool. The
corresponding experimental results are not conclusive, since
for wa, =41 um a uniformly liquid pool is observed, but for
wy, =38 um, a keyhole is formed (Table 2). These differences
are attributed in part to the experimental uncertainty, although
this factor has been reduced by repeated experimental meas-
urements, '
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Fig. 10{a) Predicted temperature distribution in the silicon layer at t=20
ms: laser beam power Py=1.8 W, 1/e irradiance radius w,, =40 ym, and
material translation speed V=2 mm/s
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Fig. 10(b) Predicted temperature distribution on a x~-z cross section
through the glass substrate, corresponding to Fig. 9(a)

Based on Table 3, it can be stated that the numerical model
captures the experimental trends. In accordance with the ex-
periment, computations for Py=1.8 W show that the molten
pool size remains virtually constant as w,, is increased from
50 to 70 um. For Py=1.4 W, the predicted molten pool tem-
peratures are lower, and for wy, =70 um, numerical conver-
gence is achieved when the results show a partially molten pool
at the temperature T,,. The calculated liquid phase fraction,
fi, in this case is decreased toward the edge of the partially
molten zone. This dependence is not exhibited in the dendritic
phase coexistence formations observed experimentally.

The laser beam irradiance distribution can be shaped to be
elliptical

el 1) (2]
S (x, ¥) = Q% expz— [ <W)\ix> + (WM}) (23)

Such laser beam shapes can be obtained by using a spherical
lens of 7 cm focal length and a cylindrical lens of 8 cm focal
length in the experimental apparatus. Table 4 shows the ex-
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Table 3 Comparison between the experimental and numerical results;
material translation speed V=2 mm/s

Molten Spot Diameter (pm)_
wap (Hm) Pr=18W Pr=14W
Experiment | Computation | Experiment | Computation

40 108 89 9 86

50 118 107 95 87

60 120 106 100 90
70 126 102 partial partial
melting melting

Table 4 Experimentally measured molten pool size in pm for meiting
with laser beams of elliptical intensity distribution; total laser beam
power Pr=18 W

V (mm/sec)
V=05 V=10 V=15 V=20
Wibx Wiby
(pm) | (pm) Sy Sy Sx Sy Sx Sy Sx Sy
22 100 53 213 53 219 50 209 44 219
107 47 222 50 225 47 228 47 219
115 44 228 47 234 44 234 47 234
124 41 238 47 234 38 241 47 244
132 34 244 41 241 38 253 41 250
141 31 256 38 250 34 259 38 256
150 31 266 47 266 31 266 31 259
160 28 272 47 266 28 269 28 266
169 25 281 31 275 31 281 27 266
179 25 281 31 281 25 281 25 281
190 19 281 31 281 25 29 25 281
201 25 291 25 281 2 291 22 281
212 17 295 25 281 16 300 19 281
223 20 292 25 281 16 300 16 266
234 16 300 16 281 13 291 16 266 | mushy
246 16 286 16 266 9 281 9 234 { mushy
258 9 281 9 266 9 234 | mushy
271 6 250 6 219 | mushy
284 3 188 | mushy
297 - - solid
U
e
/—\\\
/\ T (K)
1 = 400
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= 3 = 800
n 4 = 1000
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Fig. 11 Predicted temperature distribution in the silicon layer at t=20
ms: laser beam 1/e irradiance half-span w,,, = 22 pm, w;;,, =150 pm, and
material translation speed V=2 mm/s

perimentally measured molten spot sizes as the laser beam is
stretched in the y direction. Figure 11 shows the calculated

temperature distribution in the silicon layer for a laser beam

of Wypy =22 pm and wy,, = 150 um. The predicted molten pool
size is s,=38 ym and s,=200um as compared to the experi-
mentally measured s, =31 um and s, =259 pm. The estimated
experimental uncertainty for wyy, is 2 um and for wy,, is 16
um,

As mentioned in the introduction, it has been found that
concave solidification fronts may yield nearly defect-free re-
crystallized films. The doughnut-shaped laser beams used by
Kawamura et al. (1982) result from a linear combination of
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Fig. 12 Predicted temperature field in the silicon layer at =20 ms;
laser beam operates on the TEM,, mode; total power P;=8W: radius
Wy, =20 um, material translation speed V=2 mm/s

low-order rectangular Hermite-Gaussian modes, the TEM,,
and TEM,, modes. Operation on the TEM,; mode yields the
following external laser beam irradiance distribution (Carter,

1980): , 2 ,
x —09, 2 - 2
o -tz o[ + 7]

Figure 12 shows the calculated temperature field distribution
in the silicon layer for a laser beam of total power, Q=8 W,
Wy = 20 um, and material translation speed, ¥'=2 mm/s with
spatial distribution given by equation (24). It can indeed be
seen that the predicted solidification trailing edge is curved
inward. One factor that limits the practical implementation of
this finding is that the higher order modes are unstable. It is
however possible to use lithographically patterned films to
shape the laser beam to the desired irradiance distribution
(Zorabedian et al., 1983).

24

V Conclusions

This paper studied laser melting of thin silicon films effected
by a 4-W, multiline CW Argon ion laser beam. The experiments
measured the molten pool size as a function of the laser beam
parameters and the material translation speed. A three-di-
mensional conductive heat transfer algorithm was constructed.
The numerical predictions were compared to the experimental
data and reasonable agreement was obtained. The numerical
model was applied to the analysis of the heat transfer induced
by shaped laser beam profiles. Such distributions may yield
modified solidification fronts and potential semiconductor
crystal growth improvements.

Acknowledgments

Support to the first two authors by the National Science
Foundation, Division of Mechanics, Structures and Materials
under Grant No. MSM-8708757 is gratefully acknowledged.
The authors also wish to thank Dr. David K. Biegelsen of
Xerox, Palo Alto Research Center for providing the samples
for the experiments. The help of Mr. Kenneth E. Barclay in
conducting the experiments is acknowledged.

References

Atthey, D. R., 1974, ““A Finite Difference Scheme for Melting Problems,”’
J. Inst. Math Applics., Vol. 13, pp. 353-365.

Born, M., and Wolf, E., 1970, Principles of Optics, 6th ed., Pergamon, United
Kingdom, pp. 55-60, 611-624.

Carter, W, H., 1980, ‘‘Spot Size and Divergence for Hermite-Gaussian Beams
of Any Order,”” Applied Optics, Vol. 19, No. 7, pp. 1027-1029.

Celler, G. K., 1983, “‘Laser Recrystallization of Thin Si Films on Amorphous
Insulating Substrates,”’ J. Cryst. Growth, Vol. 63, pp. 429-444,

Fan, J. C. C., Tsaur, B. Y., and Geis, M. W., 1983, “‘Graphite-Strip-Heater

28 / Vol. 113, FEBRUARY 1991

Zone Melting Recrystallization of Si Films,”” J. Cryst. Growth, Vol. 63, pp.
453-483.

Grigoropoulos, C. P., Buckholz, R. H., and Domoto, G. A., 1986, ‘A Heat
Transfer Algorithm for the Laser-Induced Melting and Recrystallization of Thin
Silicon Layers,”’ J. Appl. Phys., Vol. 60, No. 7, pp. 2304-2309.

Grigoropoutos, C. P., Buckholz, R. H., and Domoto, G. A., 1988, “An
Experimental Study on Laser Annealing of Thin Silicon Layers,”” ASME Jour-
NAL OF HEAT TRANSFER, Vol. 110, pp. 416-423.

Grigoropoulos, C. P., Emery, A. F., and Wipf, E. P., 1990, ‘‘Heat Transfer
in Thin Silicon Film Melting by Laser Line Sources,”” Int. J. Heat Mass Transfer,
Vol. 33, No. 5, pp. 797-803.

Heavens, A. S., 1955, Optical Properties of Thin Films, Butterworths, Lon-
don, pp. 66-74. '

Jellison, G. E., Jr., 1984, ““Optical and Electrical Properties of Pulsed Laser-
Annealed Silicon,”’ in Semiconductors and Semimetals, Vol, 23, R. F. Wood,
C. W. White, and R. T., Young, eds., Academic Press, Orlando, FL, pp. 95-
164.

Jellison, G. E., Jr., and Burke, H. H., 1986, ‘“The Temperature Dependence
of the Refractive Index of Silicon at Elevated Temperatures at Several Laser
Wavelengths,”’ J. Appl. Phys., Vol. 60, No. 2, pp. 841-843.

Kawamura, S., et al., 1982, ““Recrystallization of Si on Amorphous Substrates
by Doughnut-Shaped CW Ar Laser Beams,”” Appl. Phys. Lett., Vol. 40, No.
5, pp. 394-395,

Knittl, Z., 1976, Optics of Thin Films, Wiley, Prague, Czechoslovakia, pp.
240-282.

Kokorowski, S. A., Olson, G. L., and Hess, L. D., 1981, ‘“Thermal Analysis
of CW Laser Annealing Beyond the Melt Temperature,’’ Proceedings, Materials
Research Society, J. F. Gibbons et al., eds., North-Holland, New York, Vol.
1, pp. 139-146.

Kubota, K., Hunt, C. E., and Frey, J., 1986. ‘‘Thermal Profiles During
Recrystallization of Silicon Insulator with Scanning Incoherent Light Line
Sources,” Appl. Phys. Lett., Vol. 46, No. 12, pp. 1153-1155.

Miaoulis, I. N., and Mikic, B. B., 1986, ‘‘Heat Source Power Requirements
for High-Quality Recrystallization of Thin Silicon Films for Electronic Devices,”
J. Appl. Phys., Vol. 59, No. 5, pp. 1658-1666.

Palik, E. D., 1985, Handbook of Optical Constants of Solids, Academic
Press, Orlando, FL, p. 760.

Pfeiffer, L., Gelman, A. E., Jackson, K. A., and West, K. A., 1987, ““Growth
Mechanisms During Thin Film Crystallization From the Melt,”’ Proceedings,
Materials Research Society, M.O. Thompson et al., eds., MRS, Pittsburgh, PA,
Vol. 74, pp. 543-553.

Schvan, P., and Thomas, R. E., 1985, ‘‘Time Dependent Heat Flow Calcu-
lation of CW Laser-Induced Melting of Silicon,” J. Appl. Phys., Vol. 57, No.
10, pp. 4738-4741.

Shamsundar, N., and Sparrow, E. M., 1975, “Analysis of Multidimensional
Conduction Phase Change Via the Enthalpy Model,”” ASME JOURNAL oF HEAT
TRANSFER, Vol. 97, pp. 333-340.

Shamsundar, N., and Sparrow, E. M., 1976, ‘‘Effects of Density Change on
Multidimensional Conduction Phase Change,’’ ASME JOURNAL 0F HEAT TRANS-
FER, Vol. 98, pp. 551-557.

Shvarev, K. M., Baum, B. A., and Gel’d, P. V., 1975, ““Optical Properties
of Liquid Silicon,” Sov. Phys. Solid State, Vol. 16, No. 11, pp. 2111-2112.

Stultz, T. J., and Gibbons, J. F., 1981, *“The Use of Beam Shaping to Achieve
Large-Grain CW Laser-Recrystallized Polysilicon on Amorphous Substrates,’
Appl. Phys. Lett., Vol. 39, No. 6, pp. 498-500.

Touloukian, Y. S., 1970, Thermophysical Properties of Matter, Thermal Con-
ductivity, IF1/Plenum, New York.

Tsaur, B. Y., 1986. ‘““Assessment of Silicon on Insulator Technologies for
VLSI,” Proceedings, Materials Research Society, A. Chiang et al., eds., MRS,
Pittsburgh, PA, Vol. 53, pp. 365-373.

Waechter, D., Schvan, P., Thomas, R, E., and Tarr, N. G., 1986, ‘“Modeling
of Heat Flow in Multilayer CW Laser-Annealed Structures,”” J. Appl. Phys.,
Vol. 59, No. 10, pp. 3371-3374.

Willems, G. J., Poortmans, J. J., and Maes, H. E., 1987, ‘‘A Semiempirical
Model for the Laser-Induced Molten Zone in the Recrystallization Process,”’ J.
Appl. Phys., Vol. 62, No. 8, pp. 3408-3415.

Yariv, A., 1976, Introduction to Optical Electronics, 2nd ed., Holt, Rinehart,
and Winston, New York, pp. 36-39.

Zorabedian, P., Drowley, C. I., Kamins, T. [., and Cass, T. R., 1983, ‘“‘Beam
Shaping for CW Laser Recrystallization for Polysilicon Films,”’ Proceedings,
Materials Research Society, J. Narayan et al., eds., North-Holland, New York,
Vol. 13, pp. 523-528.

APPENDIX A

The encapsulated silicon layer structure is treated as a strat-
ified, multilayer medium (Born and Wolf, 1970; Knittl, 1976;
Heavens, 1955). A plane wave of light of wavelength \ is
incident on the multilayer structure through the substrate or
through the encapsulating layer, The wave propagation direc-
tion forms an angle 8, with the outward normal on the bound-
ary surface of the structure. The characteristic transmission
matrix M;, representing an absorbing layer of thickness d; and
having complex refractive index #;,, is given by
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2w / 2
cos <T Ad; cos 0,<> - ;7 cos 0; sin <_7r 7iid; cos 9i>
i
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The coefficient p;is given by p;= #; cos 6; for the TE (transverse
electrical) wave, and by p;= cos 6,/4; for a TM (transverse
magnetic) wave. The angles ¢, are complex for absorbing films
and they are defined by the generalized Snell’s law, #; sin §;=sin
6,

The system transmission matrix M for illumination through
the substrate is

M;=
o 2T
— JP; sin (T Ad; cos (9,->

M:MSSXMsiXMenc (25)

The system reflection and transmission coefficients r and ¢,
are

(M, 1) +M(1, 2)cos f,)cos 8, — (M2, 1)+ M(2,2)cos §,)
r= (M@, 1)+ M(1, 2)cos 8, )cos 8,+ (M2, 1)+ M (2,2)cos 8,)

(26)
= 2 cos 8,
"ML, 1)+ M(1, 2)cos ,)cos 0, + (M(2, 1)+ M(2,2)cos 6,)
@n

The above equations are valid for both TE and TM wave
propagation. For normal incidence, §,= 0, the results are iden-
tical for the two polarizations.

The film reflectivity and transmissivity in terms of r and ¢,
are

R=1rl? (28)

r=1t,1?

29)

The local energy flux through the structure and thus the
light absorption in the encapsulating layer, the polysilicon film,
and the substrate are readily evaluated.
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APPENDIX B

B.1 Optical Properties
Thereal part of the silicon refractive index is a linear function
of temperature between approximately 300 and 1000 K (Jellison
and Burke, 1986; Jellison, 1984)
nsi{N, T) =ng(N) +2a,(N(T— 300) (30)

The coefficient @, (\) is a fifth-order polynomial of wavelength
A. The extinction coefficient k%" is given by the following
expression:

KON, T) = k2(Nexp(T—273/430) (31)

The liquid silicon complex refractive index has been measured
by Shvarev et al, 1975) as
A=22+j4.4

B.2 Thermal Properties
The silicon thermal conductivity varies with temperature
(Touloukian, 1970) as
kg (T) =2.99x 10*/(T— 99) (W/m/K)
The solid silicon volumetric specific heat is given by
psi{ T)Cpi{ T) = 1.45 X 10+ 86500 X (T~ 270)**  (J/m3/K)
(34)

The fused silica substrate thermal conductivity was assumed
to be constant, k,=1.4 W/mK.

The substrate thermal conductivity at high temperatures is
not well known. Previous computational work (Grigoropoulos
et al., 1990) for one-dimensional laser line source melting of
thin silicon layers has shown this to be a second-order effect.

(32)

(33)
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Introduction

Thermal Rectification in Similar
and Dissimilar Metal Contacts

‘An investigation was conducted to verify experimentally the existence of thermal

rectification and to determine the effect of surface roughness and material type.
Four pairs of test specimens were evaluated: one with a smooth Nickel 200 surface
in contact with a rough Nickel 200 surface, one with a smooth Stainless Steel 304
surface in contact with a rough Stainless Steel 304 surface, one with a smooth Nickel
200 surface in contact with a rough Stainless Steel 304 surface, and finally, one with
a smooth Stainless Steel 304 surface in contact with a rough Nickel 200 surface.
The thermal contact conductance was measured for heat flow from both the smooth
to rough and rough to smooth configurations for all four pairs. The results indicate
that thermal rectification is a function of surface characteristics, material type, and
heat flow direction. For similar materials in contact, some thermal rectification was
observed with heat flow from the rough surface to the smooth surface resulting in
a higher value of contact conductance. For dissimilar materials, the thermal contact
conductance was highest when the heat flow was from the Stainless Steel 304 to
Nickel 200. In these cases, the surface roughness was shown to be of secondary
importance.

Although many of the factors that affect the transfer of dissimilar metals in contact with no interfacial resistance.

heat across metallic interfaces are reasonably well understood,
the directional dependence of the thermal contact conductance
has not yet been completely explained. This phenomenon, re-
ferred to as thermal rectification, is of significant importance
in the design of heat exchangers and spacecraft thermal control
systems, and has potential applications in the thermal control

Equation (2) may also be written
-1, T,-T,
+—
q 2

where T;is the temperature of the interface. If a thermal contact
resistance R,, is present at the interface, then the total resistance

Rp= )

of electronic equipment as a thermal rectifier. R can be written:

Typical experimental contact conductance configurations T_T
consist of two right coaxial cylinders in contact. In this physical Ry=Ry+R,=-1—=22 @
arrangement, convective and radiative heat transfer from the q
outside of the test specimens can be controlled and one-di-
mensional heat flow can be approximated. For these condi-
tions, three mechanisms of heat transfer exist at the interface:
(i) conduction through the actual contact area, (i) conduction
through any interstitial media, and (iif) radiation across the
gap between the surfaces. In vacuum environments of 10°°
Torr or less, the contribution of interstitial gases is negligible.
Also for low temperatures, such as those of interest in this q——
investigation, radiation can be neglected (Madhusudana and
Fletcher, 1986) making conduction across the actual contact
area the most significant of the three.

Steady-state heat flow in one dimension through a material

T MATERIAL B

INTERFACE

. _‘V)_—“"

. . . MATERIAL A
may be described by Fourier’s law of heat conduction: Il T
q=—kA 0T/3Z (9)) 82, - aZg -

where g is the heat transfer, & is the thermal conductivity of z

the materials, and §7/9Z is the one-dimensional temperature - .

gradient. Assuming the thermal conductivity is constant, 877/ 3fT,i§B§gNRﬁﬁff5~—1

3Z can be approximated by AT/AZ, yielding the area depend-

ent resistance to heat flow as Ty I MATERIAL 8
\ BNTERFACE

AT Th)-T, AZ Z,-2, @)
7 g q k k q— r,

Figure 1(a) shows a graphic representation of this concept for T

MATERIAL A ] T
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ing. Fig. 1 Graphic representation of heat flow through a metallic joint
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or

‘Rc:RT—‘RF=

T,—-T, [AA, AZ,
(7 5)

q ky ky

The thermal contact resistance R, may also be written in terms

of the interface temperatures as '

To-T,
g TuT,

©)
where T;; and T}, are the temperatures that would exist at the
contact interface if only one resistance to heat flow were pres-
ent. Figure 1(b) illustrates the effect of this contact resistance
very clearly.

The thermal contact conductance is defined as the reciprocal
of the area-independent contact resistance and can be written
as

O]

This definition of thermal contact conductance is independent
of the direction of the heat flow through the interface and
includes the effects of any oxides or films present on the con-
tacting surfaces.

Thermal Rectification. An idealized model can be used to
understand the basic physical phenomenon of thermal recti-
fication. This model consists of two elastic spheres with radii
of R, and R,, respectively, in contact. These spheres are located
mechanically with a force F, normal to the contact, as shown
in Fig. 2(a) (Somers and Fletcher, 1983). This contact geometry
is analogous to the microscopic contact points between two
right coaxial cylinders, i.e., the contact may be assumed to be
comprised of individual asperities, which are spherically
shaped. Using a Hertzian analysis, this contact point may be
shown to be circular in shape with radius r, where

- ((37TF(K1 +K2)R1R2)) 173 )
° 4(R,+R,)
and
(-2} (=)
K =T E E, and Kz——-———WEZ ®

If the thermal properties of the two materials remain con-
stant with respect to temperature, equation (8) will remain
valid for any given heat flow. For a known temperature drop
across the interface, the contact radius may be used to calculate
the actual thermal contact area and hence, the thermal resist-
ance of the contact.

Fig. 2 (a) Hertzian spherical contact; (b) thermal distortion of con-
tacting spheres

Since a majority of the physical and thermophysical prop-
erties are a function of temperature, changes in the magnitude
of the heat flow can result in thermomechanical changes in
one or both of the materials and thermal distortion of the
contact area, as shown in Fig. 2(b). If a frictionless contact is
assumed, the thermomechanical movement of each contacting
surface can be analyzed separately and equation (8) can be
used to determine the actual contact area of the interface. The
relative change in the contact area due to changes in the heat
flow may be found by taking the partial derivative of the
contact area with respect to the heat flow. Differentiating
equation (8) and simplifying yields

ar, RR,\ %3 1 AR, L,dR;
—e_ (= 5 Ry~ +R>*—
(10)
where
173
K= <3Z7F-F(K, +K2)> 11

The last term in equation (10) is the only term that may have
a negative value; therefore, this is the term that controls the
sign of dr/dq and hence, influences the thermal rectification
(i.e., heat flowing out of surface 1 will cause the material to
contract due to thermal distortion and become more convex,
decreasing R,). Therefore, for heat flow out of a surface, dR/
dq will be negative. The sign of the last term in equation (10)

Nomenclature

A = cross-sectional area of speci-
men m = mean absolute asperity slope  Subscripts
b = specimen radius M = effective flow pressure of the a = arithmetic mean
¢ = Vickers microhardness coeffi- softer material ¢ = contact
cient P = contact pressure F = area dependent
d, = indentation diagonal q = thermal power i = interface
d = gap roughness parameter = r, = radius of Hertzian contact m = harmonic mean value
(FD+20), — 0.5(FD+ 20), point g = rms value
E = modulus of elasticity R = thermal resistance t = maximum peak to valley
F = force T = temperature T = total
FD = flatness deviation W = flatness deviation from cen- v = Vickers
h. = thermal contact conductance terline 1 = surface one
H = microhardness 5.* = 8,/b 2 = surface two
k = thermal conductivity v = Poisson ratio
K = parameter (defined in equa- o = roughness of the contacting Superscripts
tion (9)) materials * = dimensionless
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therefore will depend on which material has the greater thermal
strain and/or largest radius of curvature. This implies that the
thermal rectification is dependent upon both the material prop-
erties and the surface characteristics.

Literature Review

There are many independent parameters that influence the
conduction of heat at metallic interfaces, such as the roughness
and/or waviness of the contacting surfaces, the mean slope of
the individual roughness dsperities, the mean interface tem-
perature, the apparent contact pressure, the mechanical and
physical properties of the contacting materials, the heat flux
magnitude and direction, the loading history, the physical ge-
ometries of the asperity contacts, and hysteresis effects asso-
ciated with heat flux reversals. Many of these parameters have
been studied in previous investigations, the results of which
are summarized below.

Experimental Investigations. Starr (1936) was the first to
report a directional effect of heat flow through an interface
in copper-copper oxide contacts, but subsequent studies yielded
conflicting results. Several investigations that dealt with alu-
minum/stainless steel contacts in an air environment resulted
in disagreement as to which direction of heat flow showed the
highest thermal rectification effects, stainless steel to aluminum
or aluminum to stainless steel, and several researchers have
observed no thermal rectification effects. This conflict led to
a number of studies in the late 1960s, a majority of which were
conducted in vacuum environments.

Clausing (1966) presented data resulting from aluminum to
stainless steel and magnesium to stainless steel contacts. The
resulting data showed that the highest thermal rectification
effect occurred in contacts in which the heat flow was from
stainless steel to aluminum. This was contrary to a majority
of the earlier studies. Shortly after this investigation, Lewis
and Perkins (1968) performed similar experiments with alu-
minum to stainless steel contacts, and noted that the thermal
rectification direction was related to the physical characteristics
of the interface. The results indicated that for flat to rough
contacts, where microscopic resistance dominated, the greater
directional effect occurred in the aluminum to stainless steel
direction. However, for spherically shaped contacts where
macroscopic resistance was dominant, the direction of greatest
effect was reversed. In addition, data were presented that in-
dicated that increases in the interfacial contact pressure resulted
in corresponding increases in the thermal rectification.

In examining the effect of the heat flux magnitude, Thomas
and Probert (1970) obtained results that contradicted those
obtained by Clausing (1966), whereas other researchers, such
as Somers et al. (1978), found no effect from the magnitude
of heat flux. Jones et al. (1974) conducted experiments in which
the directional effect at low contact pressures was greater for
stainless steel to aluminum, but was reversed at higher contact
pressures.

Experiments conducted by Somers and Fletcher (1983) con-
sisted of five dissimilar pairs of materials with contact pressures
ranging from 234.1 to 5618.4 kPa (33.9 to 813.7 psi), mean
interface temperatures from 301.88 to 484.8 K (84 to 413.2°F),
and heat flux magnitudes of 74.04 to 14.81 MW/m? (77 to
15.4 MBTU/hr-ft?). Thermal rectification was observed in all
five pairs. It was hypothesized that the directional effect was
due partly to the presence of variations in surface curvature
and microscopic asperities.

More recently, Yovanovich and Nho (1989) conducted an
experimental investigation of three ground/lapped Stainless
Steel 304 interfaces and compared the results with anisotropic
and isotropic models. The data and theory of both models
were in good agreement, provided the contact microhardness
was corrected for temperature.

32/ Vol. 113, FEBRUARY 1991

Analytical Investigations. Analytical investigations of the
thermal contact conductance can be grouped into three major
classifications: (/) electronic solid state models, (if) microscopic
contact models, and (/if) macroscopic contact models. The first
classification, the electronic solid state models, were initially
investigated by Moon and Keeler (1962) and later endorsed by
Thomas and Probert (1970). A difficulty with this approach
is that the derived expression contains the work potential of
the contacting materials as variables. This makes the relation
hard to use because of the limited information available on
work potentials. This theory does, however, predict the thermal
rectification effect.

The second classification, those that utilize the microscopic
contact model, deal with the conductance of heat at individual
asperities. Two fundamental approaches have been developed
in recent years: one by Thomas and Probert (1970) and the
other by Dundurs and Panek (1976). Both of these approaches
yield mathematical expressions for the contact conductance
that indicate the presence of a directional bias.

The third classification, those that use a macroscopic model,
consider the effect of the overall constriction resistance due to
a reduction in the interfacial contact areas. These models em-
phasize the influence of the different interfacial thermal strains
in producing the thermal rectification effects. The first such
analysis was presented by Veziroglu (1967), followed by the
Veziroglu and Chandra (1970) model and the Barber (1971)
model.

A computer analysis performed by Somers and Fletcher
(1983) on existing experimental data determined that none of
the published theoretical models are capable of accurately pre-
dicting the magnitude of the thermal conductance or the di-

rection of the thermal rectification for dissimilar metal contacts,
Although the results of past investigations of thermal rec-

tification are contradictory, some of the differences can be
explained by examining the differences in the surface char-
acteristics of the contacting metals and/or the thermophysical
properties. The existing data, however, are not adequate to
determine the extent to which variations in the surface char-
acteristics and/or the material type affect the magnitude of
the thermal contact conductance. In addition, in a majority
of the previous investigations only minor precautions were
taken to ensure that the effect of heat transfer reversal was
actually being measured and not the effects of variations in
heat flux level, surface finish, or loading cycle.

Experimental Program

The objective of this investigation was to verify experimen-
tally the existence of thermal rectification; to separate it from
the effects of variation in heat flux level, surface finish, and
loading cycle; and to compare the resulting data with existing
analytical and empirical models.

The experimental procedure was divided into three steps:
step 1 was to prepare all of the samples in a similar manner
to ensure repeatable results; step 2 was to test similar metal
pairs to determine the effect of variations in surface roughness;
and step 3 was to test dissimilar materials to determine the
effect of variations in the physical and thermophysical prop-
erties.

Surface Analysis. For this investigation, a total of eight
test specimens were used, four each of Stainless Steel 304 and
Nickel 200. These materials were selected because the behaviors
of Nickel 200 to Nickel 200 and Stainless Steel 304 to Stainless
304 interfaces have been previously tested and the results are
well documented in the literature (Song and Yovanovich, 1988).
All eight specimens were machined on a lathe to a nominal
size of 2.54 ¢cm (1.0 in.) diameter and 8.89 cm (3.5 in.) in
length, and three thermocouple holes were drilled at 1.27 cm
(0.5 in.) intervals along the centerline of each. Two of the
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Table | Test specimen characteristics
SPECIMEN # -] o, a m L% ¥
o wb b a o) (uby
*S8 3 3.06 ——--- 3.91 - 0.16 ~--mo 0.58
58 5 0.17  1.76 0.22  0.06 0.08 0.08 0.58
Composite 3.92 0.18
*Ni 3 4,97 ----- 6.59 - [
Ni 8 0.36  2.69 0.47 0.08 0.11 0.10 0.76
Composite 6.61 0.26
i 4 1.96  eeoo IS R— 0,13 e el
55 8 0.23  2.49 0.32  0.06 0.08 0.13 0.74
Composite . 2.43 0.16
«s8 4 IR J— 1.2 meee 0.08  ameee e
Ni 7 0.30  3.20 0.39  0.07 0.10 0.38 2.14
Composite 1.28 0.13

* Samples prepared and characterized at the University of Vaterloo

stainless steel and two of the nickel samples were sent to the
University of Waterloo, Ontario, Canada, for bead blasting
of the surfaces and subsequent surface analysis. A Talysurf V
surface analyzer was used to define the surface characteristics
of the specimens. The remaining four samples were surface
ground and sent to Sheffield Measurement Services in Dayton,
OH where the surface characteristics were measured using an
optical profilometer. The surface parameters for each specimen
are listed in Table 1.

Microhardness. If a material deforms under loading, the
thermal joint resistance, R, will be affected by changes in the
contact radius. For this reason it is important to know the
deformation characteristics of a given material. The plastic
deformation of materials under static loading may be quan-
tified by the ‘‘microhardness’’ of the material and can be
measured with a Vickers microhardness tester. The Vickers
microhardness value, H,, is obtained by indenting the material
with a diamond braille indenter and measuring the resulting
projected diagonal length. The results can then be used in the
following equation to predict the thermal conductance (Mikic,

1974):
n=113¢ 0<P>O'94

=1, an —

‘g H,

Song and Yovanovich (1988) developed an explicit expres-
sion for the relative contact pressure P/H, for use in the pre-
diction of the thermal contact conductance

(12)

1

P P 110.071c;
H.~ <1.62 X 107 g>02 (13)
C\————————
m
where
HU:CIdvcz (14)

is used to find the constants ¢;, which indicated the value of
H, at d, equal to 1 um, and ¢, which is the slope of the line
on a log-log plot of the data.

Samples of Nickel 200 and Stainless Steel 304, prepared in
the same manner as the thermal test specimens, were tested
for hardness prior to measuring the thermal contact conduct-
ance. The results of these measurements are shown graphically
in Fig. 3.

Thermal Conductivity Calibration. In addition to knowing
the microhardness, it was necessary to determine the thermal
conductivity of the specimens. Two smooth stainless steel sam-
ples, prepared in the same manner as the contact conductance
test specimens, were placed in a high-quality vacuum test ap-
paratus along with an electrolytic iron sample constructed from
standard NBS reference material. The contact surfaces were
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Fig. 3 Vickers microhardness as a function of indentation diagonal for
Nickel 200 and Stainless Steel 304

coated with heat sink compound to assure minimal thermal
contact resistance between the specimens and the reference
sample. Using the known thermal conductivity of the electro-
lytic iron and Fourier’s law of heat conduction, the temper-
ature-dependent thermal conductivity of the stainless steel
material was determined.

Thermal Contact Resistance. The stainless steel and nickel
samples were grouped to make four pairs of specimens: one
stainless steel pair, one nickel pair, one stainless steel to nickel
(smooth to rough), and one stainless steel to nickel (rough to
smooth). The sample pairs were then placed into the test ap-
paratus and axially loaded in 40 N increments to a maximum
load of 900 N using a gas bellows mechanism. The mean
interface temperature was held constant at 300 K +2 K and
allowed to reach steady state between successive data readings.

The uncertainties associated with these types of measurement
have been presented in detail by Kapischke (1987) and are
comprised of the uncertainty in the location of the thermo-
couple wells, the measurement of the temperature, and the
determination of the axial heat flux. Using the method outlined
by Kline and McClintock (1953), the overall experimental un-
certainty was estimated to be + 6 percent at the highest heat
flux and + 10 percent for the lowest heat flux.

Results and Discussion

In order to ensure that the experimental technique employed
was repeatable, the thermal contact conductance was measured
for one test pair. The two samples in this test pair were then
separated and rotated slightly and retested. This procedure was
repeated a total of four times. The data obtained from this
series of tests were all within +2 percent of each other with
the highest deviation occurring at light loads between the first
and second consecutive tests.

Once the experimental procedure had been verified, the first
pair, stainless steel to stainless steel, was tested and thermal
contact conductance of the interface measured over a pressure
range from approximately 20 kPa to 1400 kPa with the heat
flow from the ground surface to the bead blasted surface
(smooth to rough). At the conclusion of this test, the samples
were separated and rotated slightly, and the measurements
repeated with the heat flow direction reversed. This procedure
was repeated with each of the other three sample pairs. As
shown in Fig. 4(a), stainless steel to stainless steel, some thermal
rectification was observed with heat flow from the rough sur-
face to the smooth surface having the higher value of con-
ductance by 11.8 percent at 4 MPa and 9.8 percent at 14 MPa.
Although as shown in Fig. 4(b) (nickel to nickel) the same
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trend is apparent at higher pressures, the difference between
the two measured values at 4 MPa is only 1.21 percent and at
14 MPa only 4.5 percent. Because these values are within the
experimental error, no clear correlations may be drawn for

4 this case.
HEAT FLOW o . . . .
| -<~-ROUGH TO SMOOTH e Both of the experiments using nickel to stainless steel con-
—&— SMOOTH TO ROUGH - . e tacts show some evidence of thermal rectification, as noted in
3] e Figs. 4(c) and 4(d). For both cases, the thermal contact con-
R ductance was highest when the heat was flowing from stainless
] N ' steel to nickel; 31.5 percent at 4 MPa and 10.95 percent at 14

MPa (Fig. 4¢) and 55.2 percent at 4 MPa and 49.7 percent at
14 MPa (Fig. 4d). Further analysis of the data indicates that
where nickel is the rough surface, the value of conductance is
higher when heat flows from stainless steel to nickel, but is
not as high in magnitude as in Fig. 4(d) where stainless steel
is the rougher surface.

Comparison of Results With Theories. A comparison be-

ROUGH STAINLESS STEEL 304

AND SMOOTH NICKEL 200 tween the results of this experimental program and several
° I NOR N SO R ER analytical, empirical, and semiempirical modeling techniques
5 () may be seen in Figs. 5-8. The first theoretical technique used

for comparison was that of Yovanovich et al. (1983):

0.95
hcz—l 25<H) (15)
where
s_7Fr -2
1.0 x 107°=-—=<2.3 x 10 (16)
H,

p ROUGH NICKEL 200 AND This expression was developed for optically flat surfaces and
SMOOTH STAINLESS STEEL 304 does not consider directional effects, As shown in Figs. 5-8,
0 Lo b b o L it results in an overprediction of the measured experimental

te) thermal contact conductance for all four pairs of materials.

These findings are consistent with those of Kapischke (1987),
whose samples were polished. Kapischke (1987) attributed the
difference to rounding of the contact surface during polishing;
however, the samples in this investigation were surface ground
and thus Kapischke’s hypothesis may be only partially correct.

The empirical correlation of Madhusudana and Fletcher
(1983) for the solid spot conductance of Zircaloy-2/uranium
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dioxide contacts was also used for comparative purposes. This
model utilized the microscopic approach and has been shown
to be accurate for several different combinations of materials.
It can be expressed as

P 0.66
h=m 1229 x 10-3(—> an
o

M,
As can be seen in Figs. 5-8, this relationship also overpredicts

the experimental values, although not nearly as much. The
empirical curves were nonlinear in the low loading ranges, but
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Fig. 8 Comparison of theoretical and experimental data for smooth
Nickel 200 to rough Stainless Steel 304 specimens

obtained a slope similar to that of the experimental data for
the higher loading range. In the original model of Madhusu-
dana and Fletcher (1983), the effective flow pressure, M, was
directly correlated with the hardness of the material. The hard-
ness of Zircaloy-2 was shown to decrease rapidly with tem-
perature, thus influencing the contact conductance. However,
neither the hardness of Stainless Steel 304 nor that of Nickel
200 is significantly affected by temperature in the range of
interest in this investigation. This may partially explain the
deviation of the correlated values from those obtained exper-
imentally.

Fletcher and Gyorog (1971) presented an empirical corre-
lation based on experimental results from an investigation of
aluminum, brass, stainless steel, and magnesium over a range
of test variables, including surface conditions, loading param-
eters, and test temperatures. This model utilized a macroscopic
approach to contact conductance. The correlation proposed
by Fletcher and Gyorog (1971) for similar metals in contact
made use of three parameters not seen in previous investiga-
tions: the mean junction temperature, T, a gap roughness
parameter relating the rms roughness, o, the flatness deviation,
FD, and the effect of pressure variations on the previous pa-
rameter. The modulus of elasticity was used in lieu of the
microhardness to nondimensionalize the pressure.

The correlating equation was

170P*T*
hc——-s—;"e B (5.22
0.56 Btu
x10"66;+0.036P*T*> <m> (18)
where

8,=20.45 + (8.06 X 10~ 2d) — (1.58 x 10~ °d?)
+(1.36x 107 °d®) [uin.]

As shown in Figs. 5-8, the correlated values appear slightly
higher than the experimental values in the low loading range
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and lower in the high load range. The linear, nonsloping nature
of the curve for the empirical values makes it appear as if this
correlation is relatively unaffected by changes in load for the
temperature range of interest here. The data presented in the
literature (Fletcher and Gyorog, 1971) correlate well with data
published by other investigators. Although the loading range
was similar, the mean interfacial contact. temperature was ap-
proximately 470 K, whereas the mean interface temperature
in the present investigation was approximately 300 K.

Because the surface characteristics of the rough specimens
were random due to bead:blasting, the surface analysis did not
provide a representative value for the flatness deviation, FD;
therefore, the value used was the flatness deviation of the
smooth surface only.

Conclusions

Based on the findings of this investigation, it is apparent that
current analytical and empirical models do not accurately pre-
dict the thermal contact conductance of metallic surfaces with
surface characteristics similar to those tested in this investi-
gation, for either similar or dissimilar pairs of Nickel 200 and
Stainless Steel 304, In addition, thermal rectification has been
shown to be a strong function of both the material properties
and the surface characteristics.

For stainless steel to stainless steel contacts, some thermal
rectification was observed with the heat flow from the rough
surface to the smooth surface having the higher value of contact
conductance. At higher pressures the nickel to nickel tests
showed similar results; however, the magnitude of these dif-
ferences is somewhat less than the experimental uncertainty.
For both of the experiments using nickel to stainless steel
contacts, evidence of thermal rectification was observed. When
the heat was flowing from stainless steel to nickel, the value
of conductance was highest. In the dissimilar metal contacts
where nickel was the rough surface, the value of conductance
was higher when heat was flowing from stainless steel to nickel,
but the percent difference was not as great as in the other
dissimilar metal contact where stainless steel was rough.

In summary, it is apparent that for the materials tested,
thermal rectification is a function of both the material prop-
erties and the surface characteristics. For similar materials in
contact, some thermal rectification occurred with heat flow
from the rough surface to the smooth surface resulting in a
higher value of contact conductance. For dissimilar materials,
the thermal contact conductance was higher when the heat
flow was from stainless steel to nickel. In all cases, the surface
roughness was found to be of secondary importance.
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modeled numerically. The change of phase of the phase-change material (PCM)
and the transient forced convective heat transfer for the transfer fluid are solved
simultaneously as a conjugate problem. A parametric study and a system optimi-
zation are conducted. It is found that the energy storage system with the counter-

current flow is an efficient way to absorb heat energy in a short period for pulsed
power load space applications.

Introduction

Phase-change thermal energy storage systems can store heat
energy at a high temperature during the time period when the
system is subjected to heat input and release it to the envi-
ronment over a long period of time. Therefore, they are es-
pecially suitable for space applications involving pulsed power
loads, such as a large amount of heat rejection from a power
cycle in a short period of time.

The use of a hollow cylinder of PCM for a solar latent
energy storage system was modeled by Soloman et al. (1986),
where the heat transport fluid is pumped through the interior
tube. A finite difference formulation with the Kirchhoff tem-
perature was used to calculate the internal energy, temperature,
and the position of the phase-change front. Stovall and Arimilli
(1988) studied a thermal energy storage system consisting of
a cylindrical tube filled with a phase-change material. The tube
is surrounded by an annular region containing the liquid metal
transfer fluid for pulsed power load applications. Recently,
Yimer and Adami (1989) studied a phase-change thermal en-
ergy storage system similar to that of Solomon et al. with one-
dimensional modeling.

All of the numerical studies above were focused on the
diffusion-controlled heat transfer in the PCM. The heat trans-
fer between the transfer fluid and the PCM was calculated by
using empirical correlations without solving the flow and tem-
perature fields of the transfer fluid as a conjugate problem.
Since the temperature field of the transfer fluid continues to
change as the melting interface progresses, the use of steady
fully developed empirical heat transfer correlations and the
assumption of a constant fluid temperature may result in a
significant error for the evaluation of the system performance.
Also, for all the system configurations studied above, it was
found that some PCM downstream remains unmelted. This
will surely reduce the efficiency of the system.

In this paper, the two-dimensional change of phase for the
PCM and the transient forced convection entrance region for
the transfer fluid with low Prandtl numbers are solved si-
multaneously as a conjugate problem. The numerical calcu-
lation is first made with the annular system configuration
similar to that of Stovall and Arimilli, as shown in Fig. 1, and
then the numerical results of energy storage systems with coun-
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tercurrent flows as shown in Fig. 2 are elaborated. A parametric
study and system optimization are also conducted.

Mathematical Modeling

The continuity, momentum, and energy equations governing
two-dimensional transient incompressible laminar flows with
no viscous dissipation in the cylindrical coordinates are (Ganic
et al., 1985)
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For the PCM, the temperature transforming model (Cao and
Faghri, 1990) is used. The energy equation is written as

The use of the temperature transforming model of Cao and
Faghri (1990) has two advantages. First, equations (5)-(8) form
a set of closed-group equations, so an explicit treatment of the
phase-change interface is not needed. Secondly, the time step

and grid size limitations are eliminated, which are normally

encountered for other fixed-grid methods. It should be pointed
out that due to the space application the natural convection
in the liquid PCM has been ignored.

For the pipe wall, the energy equation is

L [L ().
Puwlw Tor =5 | T or ar

The initial and boundary conditions for the system config-
uration in Fig. 1 for the case of uniform inlet conditions are

20
ar} ©

ax?

ApC°T*) 14 krE) +i (kﬂ:‘) _3(pS%) ) defined as follows:
at ror or ax ox ot
where T*=T°— T},
C (T*< ~8T°) (solid phase)
C’=C°(T*)= cm+% (—8T°<T*=<48T°) (mushy phase) 6)
I (T*>6T°) (liquid phase)
¢, 6T° (T*< —6T°) (solid phase)
H
S’=8(T*)y=] ¢, 6T°+—2— (=8T°<T*=<6T°) (mushy phase) @)
¢, 8T°+H (T*>6T°) (liquid phase)
kg (T*< —8T°) (solid phase)
K(T*)= | kot (k,—k) (T*+8T°)/28T° (—8T°<T*=<48T°) (mushy phase) (8)
k; (T*>8T°) (liquid phase)
Nomenclature
¢ = specific heat, J/(kg-K) X, R = dimensionless coordinate di-
¢,, = specific heat of mushy phase P = dimensionless pressure = rections = x/D, r/D, or x/
= 1/2 (¢ +c)), I/(kgK) (0—po)/osU; D, r/D;
¢, = specific heat of PCM, J/(kg- Pr; = fluid Prandtl number = v,/ x, r = coordinate directions
K) O = heat energy, J o = thermal diffusivity, m%/s
C° = coefficient in equation (5), J/ Q, = total latent energy stored, J 28T° = phase-change temperature
(kg-K) Q, = total energy stored, J range or mushy phase range,
C = C/q Q.. = energy storage density, J/kg K
Cy = ¢/ g, = wall heat flux, W/m? 8T* = 8T°/(TS—TL)
D = diameter of the circular cylin- Re; = fluid Reynolds number = Uy 8, = wall thickness, m
der in Fig. 1, m Dy/vg » = kinematic viscosity, m?/s
D; = reference diameter, m S° = term in equation (5), J/kg o = density, kg/m*
D; = inside diameter of the circular S = 8% (TH~Tr) 7 = dimensionless time = U, /D
pipe in Fig. 2, m St = Stefan number = ¢; (T5— or Uy t/D;
D, = hydraulic diameter, m T/ H .
H = latent heat, J/kg T° = temperature, K Subscripts
k = thermal conductivity, T?, = mixed mean temperature, K f = transfer fluid
W/(m-K) Ty = melting temperature, K Ji = inner transfer fluid
K = dimensionless thermal con- T = dimensionless temperature = fo = outer transfer fluid
ductivity = k/k; (T°~TW)/(T5—T5) i = initial condition, or inside ra-
Ky = kJ/k T* = scaled temperature = dius of the pipe
L = length of pipe, m T°-TH, K in = inlet
M = total mass of PCM, kg t = time, s s = solid PCM
m; = flow rate through interior Uy = reference velocity of transfer { = liquid PCM or latent heat
tube, kg/s fluid, m/s m = mass or mushy phase
m, = flow rate through outer annu- U, = inlet velocity, m/s o = outer surface of the PCM
lus, kg/s U,; = inlet velocity for the interior module
Nu, = Nusselt number = ¢, D/k tube, m/s p = PCM
(Ty~Ta) U, V = dimensionless velocities = 1/ w = container wall
p = pressure, N/m? U, v/U, wi = inner container wall
p, = inlet pressure, N/m? u, v = velocities, m/s wo = outer container wall
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Initial conditions: (=0 PCM/outer wall interface: 0=x<L, r=r,
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=0 (11h)
Outer adiabatic boundary: 0<x<L, r=r, or
T The following nondimensional variables are introduced:
=0 (10¢) Rl g X gu b
DD U U
PCM/wall interface: 0=x=<L, r=r, UD 7o _ 7o U
aT° T Rep=—t=l, T=——2 2, pPLy
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Wall/fluid interface: 0<x<L, r=r, = K=t S=S/a(Th=Tw,
[ o
k, aai = fa(-,T . (10¢) St=c(Th—To)/H, 8T*=8T°/(T3,~T3) (12)
Tl rodr=riy The dimensionless continuity, momentum, and energy equa-
tions for the transfer fluid are as follows:
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The initial and boundary conditions for the system configu- 1 DI1 8 3 PU
ration in Fig. 2 and for the case of uniform inlet conditions +— ——-f[—— — (R—U> +———z] (14)
are defined as follows: Re; DIROR\ OR/ 94X
Initial conditions: t=0 v 4 av 4 9y _ 9P
Entire domain: 0<sx<L, 0=r=<ry, or R 9x R
2
T°=T% u=v=0 (11a) L’lf[li(RiY) +"’_‘_’__‘ﬁ] s
+RefD ror\Ror) tax m @
Boundary conditions: >0 5
Inlel olone: =0 LNV 1 LA R
plane: =5 ou ar " "oR" "X RePr, D[RR\ R/ " 8xX?
O=r=ry ax For the system in Fig. 1, U;= U, and D;= D, = 2(r;~r,,), where
Iwos<r=rp: u=U, v=0, T°=T, Dy, is the hydraulic diameter. For the system in Fig. 2, U=U,
aT® and D;=D;=D. The dimensionless energy equation for the
Osr=ryo P PCM is
(1) a(aCT):R 1P ﬂ%{%ﬁ_(KRﬂ)
Outlet plane: x=L: ! e oR oR
O=sr<ry. u=-U, v=0, T°=T7 d d as
i o oi in N (K_T'>:' 8y
Fao SISl = X\ 4X, ar
ox
T where
GSr<rp,. =
METE Gk K (T< - 6T*)
1 1
(le)y oy = FUHCH 5 (=0T =T=4T")
Fluid/inner wall interface: 0<x=<L, r=rg 1 (T>6T%)
T’ aT°
k = (11a)
" cor r<-s)
1 1
Inner wall/PCM interface. 0<x=<L, r=r,; S(Ny= ] -6T*U+Cy) +5 (—0T*=T=0T")
T 3T . 2 25t
Ky = 11e * T>6T*
ar r=ryi P or r=rf’vi ( ) . Cs[(ST +St ( >oT )
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Ky (T< —6T*)

K(T)=| Ky+(1=Ky)(T+8T*)/26T* (—8T*<T<6T")

1 (T>6T*)

The dimensionless energy equation for the container walls is

aT 1 a, D1 8 / 8T\ &T
% [~———<R~—) +—2-} (18)
-d7 RefPryof DI RAR\ OR X
The temperature field for the system configuration in Fig.
1 can be expressed as

T=T(7, R, X, Ref, PI'[, O[//Olf, Olw/Olf, St, Csl: oT™,
Ky ky/kyy, ky/k, 1 /D, 1:/D, L/D)  (19)

The temperature field for the system configuration in Fig. 2
can be expressed as

T= T(T, R, X, Ref, m,'/mo, Prf, O([/af, Oéw/Olf, St, CS[, 6T*,
Ks{: kf/kw, kp/kw, rw,'/D,‘, rp/D,', rwo/D,‘, rfo/D,-, L/Dl) (20)

Numerical Procedure

The problem has been specified mathematically by equations
(1)-(11). The solution procedure used for solving these equa-
tions is the control-volume finite-difference approach de-
scribed by Patankar (1980, 1988). In this methodology, the
discretization equations are obtained by applying the conser-
vation laws over a finite control volume surrounding the grid
node and integrating over the control volume. The velocities
and pressure are solved by using the SIMPLE scheme (Patan-
kar, 1980). At the PCM/wall and the wall/fluid interfaces,
the harmonic mean of the thermal conductivity is used. For
example, with a uniform grid size

QAT AT
Y Y oy

The discretization equations are solved by using the tridi-
agonal matrix algorithm (TDMA or Thomas algorithm). Dur-
ing each time step, iterations are needed. The converged results
were assumed to be reached when the maximum relative change
of all variables between consecutive iterations was less than
0.1 percent. The residual of the continuity equation was also
checked. The iteration was continued until the sum of the
residuals was less 10™°, Different grid sizes and time steps for
the same problem have been tested and it has been proven that
both the PCM model and the numerical scheme used for the
transfer fluid are essentially independent of the grid sizes and
time steps for the numerical results presented in the next sec-
tion. A variation of the grid size from 32 X 40 to 44 X 70 resulted
in a change of the numerical values of Q, and Q,, of less than
1.5 percent. A further refinement of the grid size to 56 x 90
resulted in a change of 0.7 percent in Q, and Q,,. Doubling
the dimensionless time step A7=3 to 6 changed Q, and Q,, less
than 1 percent. The space grid and time step specifications are
given in the next section for the cases presented.

2kpkyy OT°

r=r; ——kp+kw ar r=rp

r=r;

Numerical Results and Discussion

Before presenting the numerical results for the energy storage

system, the computer code for the liquid metal flow was tested
against other numerical results in the literature. Consider the
heat transfer in a laminar pipe flow in the developing thermal
and velocity (DTV) region with constant wall heat flux. Figure
3 shows the prediction of the DTV regions in the form of Nu,
versus Pr,Re//(x/D) for Pry=0.02 and Re,= 2000. Also shown
in the figure is the numerical result from Chen and Chiou
(1981). It can be seen that the agreement between the two
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Fig. 4 Melting fronts aiong axial direction for different time periods
for the system with annular flow

results is generally good. The small difference between the two
may be attributable to the governing equations employed in
the two numerical calculations. For the numerical result of
Chen and Chiou (1981), the boundary layer approximation
has been applied, while for the present numerical result, no
such approximation is involved.

The numerical calculations for the thermal energy storage
system were first conducted with the configuration in Fig. 1.
The system is initially at a temperature 7;<0. The hotter fluid
enters the circular annulus surrounding the PCM cylinder and
heats the system, which absorbs the energy from the fluid and
stores it as both latent and sensible heat. The grid size used
for the calculation was 70 (axial) X [15 (radial PCM) + 5
(radial container wall) + 10 (radial transfer fluid)] and a di-
mensionless time step 7=6. The phase-change material used
in the calculation is LiH, which is one of the most promising
candidates for space-based energy storage systems. In order
to simulate the phase-change at a single temperature using
equation (17), the dimensionless phase change temperature
range 67* is taken to be 0.005. A moderately small §7* is
enough to simulate the phase-change problem occurring at a
single temperature (Cao and Faghri, 1990).

Figure 4 shows the melting interface along the axial direction
at different times. The melting interface progresses from the
upper left corner to the lower right corner with time. At about
7=200, the melting interface has reached the core of the PCM
cylinder at x=0, while much of PCM remains unmelted on
the right side. The reason is that since the Prandtl number of
the transfer fluid is very small (the thermal conductivity is very
large), a large amount of heat is transferred directly to the
PCM upstream while a relatively small amount of heat is car-
ried downstream. The heat transfer in the PCM is not uniform
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Fig.6 Axial velocity distribution of transfer fluids at X = 32 for different
time periods

along the axial direction. This will surely reduce the efficiency
of the energy storage system.

The calculation is then conducted with the system in Fig, 2.
In this system, countercurrent transfer fluids are employed.
The thermal energy system module consists of a concentric
annulus of PCM and countercurrent flows through the interior
tube and along the outer cylinder boundary. The grid size used
in the calculation was 70 (axial) x [10 (radial interior flow)
+ 4 (radial inner container wall) + 15 (radial PCM) + 4
(radial outer container wall) + 10 (radial outer annular flow)]
and a dimensionless time step A7=4. The dimensionless wall
thickness of both the inner container wall and the outer con-
tainer wall was taken to be 6,,/D;=0.01. The phase-change
material used in the calculation was LiH.

Figure 5 shows the melting interfaces along the axial direc-
tion at different times for the system with countercurrent flows,
Unlike those in Fig. 4, the melting interfaces progress from
the upper left corner to the right and from the lower right
corner to the left at the same time, and meet at about 7= U, ¢/
D;=1500. This will surely increase the efficiency of the system.
Note that the dimensionless time 7= U,t/D; is different from
that in Fig. 4 due to the different geometric configuration and
the dimensional inlet fluid velocity.

Figure 6 shows axial velocity distribution in the radial di-
rection at X =32 for different time periods with the counter-
current flow configuration. It can be seen that the velocity
reaches steady state quickly. After about 7= 12, the velocity
profile remains unchanged, but the temperature distribution
is different. Figure 7 shows the radial temperature distribution
at X'=32 for different time periods. The five regions in the
radial direction (the inner transfer fluid, the inner container
wall, the PCM, the outer container wall, and the outer transfer
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Fig. 7 Radial temperature distribution at X=32 for different time pe-
riods

fluid) are also indicated in the figure. The melting interfaces
at different times are the intersections of 7’=0 and the cor-
responding temperature curves. It can be seen that as the melt-
ing interface progresses, the temperature curve moves upward
accordingly. Although the velocity field of the transfer fluid
quickly reaches the steady state, its temperature counterpart
cannot reach steady state before the PCM is totally melted.
This clearly demonstrates that the use of steady fully developed
empirical heat transfer correlations and a constant temperature
for the transfer fluid may result in a significant error for the
evaluation of the system performance.

It is important to evaluate the overall performance of the
system and optimize the system design with different flow
parameters. The important system parameters used to evaluate
a thermal energy storage system are the energy storage capacity
or total energy stored, Q, (J), the energy storage density,
On=0,/M (J/kg), the total latent energy stored, Q; (J), and
the ratio of the latent to the total energy stored, 0/Q,. The
first two parameters, Q, and Q,,, are most important to an
energy storage system. In many cases, the energy storage ca-
pacity is the primary parameter one would be concerned with,
while for a space application, the energy storage density is
equally important,

Figures 8 and 9 show the total energy storage and energy
storage density variations with time and mass flow ratios
between the interior tube and outer annulus, respectively.
The dimensional parameters used to calculate Q, and Q,,
are H=2.9x10° J/kg, pp=690 kg/m’, c,=7420 J/(kg-K),
T5H—Tm=195.4 K, and D;=0.1 m. Both Q, and Q,, follow
the trend of increasing with larger m;/m, and dimensionless
time 7.

The optimization of the system geometry at a specific design
operation time is important. Figure 10 presents the numerical
results for the system optimization analysis for different L/D;
at an operation time 7= 500. The dimensional parameters used
in the calculation are the same as those used for the results in
Figs. 8 and 9. The energy storage capacity Q, initially follows
the trend of increasing with larger L/D; and then remains

-almost constant after L/D; greater than 50. The trend of the

energy storage density Q,, is opposite to that of Q,. It drops
sharply with the increase in L/D;. In this situation, a trade-
off needs to be reached when designing a thermal energy stor-
age system.

Figure 11 shows the comparison of the energy storage ca-
pacities and the energy storage densities between the two sys-
tems. The system with the annular flow in Fig. 1 is denoted
by 1, while that with the countercurrent flows in Fig. 2 is
denoted by 2. The comparison has been made under the con-
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ditions that both systems have the same amount of PCM, and
that the flow rate in system 1 is equal to that of the outer
annulus in Fig. 2. Since the dimensionless time in the two
systems is different, the comparison is also made at the cor-
responding real time. The system parameters in Fig. 11 are
those of system 2. It can be seen that the system with coun-
tercurrent flows improved the operation performance signif-
icantly. When the dimensionless time 7 is comparatively small,
both ratios Q,,/Q,; and Q,,,/0,, | exceed 2; with a larger 7,
the ratios reduce to about 1.5. Therefore, the system design
with countercurrent flows is especially suitable for the energy
storage system involving pulsed power loads within a short
period.

Conclusions

The system with an annular flow in Fig. 1 and that with
countercurrent flows in Fig. 2 have been studied numerically.

The results indicated that the transfer fluid velocities both in

the inner pipe and in the outer annulus reach steady state
quickly, while the temperature field continues to change as the
phase change interface in the PCM progresses. Therefore, it
is very important to solve the change of phase for the PCM
and the transient forced convection for the transfer fluid as a
conjugate problem. The numerical results also show that the
energy storage system with the countercurrent flows increases
both energy storage capacity and energy storage density sig-
nificantly.
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Bounds on Heat Transfer in a
Periodic Graetz Problem

A. K. Cousins

Spectra Technology Inc.,
Bellevue, WA 98004-1495

" It is proven that the heat transfer coefficient and rate of decay of temperature with
distance in a fully developed Graetz problem with temporally periodic inlet tem-
perature aqre greater than or equal.to the corresponding quantities in the corre-

sponding steady Graetz problem. The proof is valid for arbitrary duct cross-sectional
shapes and for either constant temperature, constant heat flux, or linearized radiation
boundary conditions. A numerical solution of the energy equation demonstrates the
validity of the theorem. The utility of the result is discussed in the context of heat
exchanger design for pulsed gas lasers.

Introduction

The present investigation is motivated by an application
to unsteady heat transfer in compact heat exchangers used
in pulsed laser applications. Further detail on laser heat ex-
changers is available from Cousins (1990) and Cassady (1985);
a brief description of this application will be given here to
motivate the following discussion.

In a pulsed gas laser the laser gas circulates through the
discharge cavity in a flow loop containing a fan and a compact
gas-to-liquid heat exchanger. The heat exchanger serves to
remove thermal energy generated in the gas by the succession
of discharge pulses; these pulses generate a train of alternating
hot and cold gas regions. The heat exchanger must remove the
mean energy of the heated gas and also reduce the amplitude
of thermal oscillations due to the hot/cold alternation by sev-
eral orders of magnitude.

Standard heat exchanger design methods in conjunction with
manufacturers’ data on the performance of heat exchanger
cores enable the laser designer to ensure that the mean thermal
energy in the gas can be removed effectively. It is also essential
to understand the response of the heat exchanger to unsteady
thermal loading in the form of temporally periodic inlet tem-
peratures; this behavior has been characterized in previous
work (Cousins, 1990).

An implicit assumption in this work was that the heat trans-
fer coefficient is identical for both steady and unsteady periodic
inlet temperature conditions. In fact, the heat transfer coef-
ficients can be expected to be different in these two cases, and
it is important to know how they differ. In laser applications,
where the heat exchanger is designed to minimize thermal os-
cillations in the outlet gas stream, it is useful to know whether
the error made by assuming that the steady heat transfer coef-
ficient applies to the unsteady case is conservative or noncon-
servative. The present work focuses on this question.

Statement of the Problem

The heat transfer in the fin passages of pulsed gas laser heat
exchangers is characterized by relatively low values of the
Reynolds and Peclet numbers (on the order of 20-50) and large
length-to-diameter ratios of the heat transfer passage, so that
the mean flow is hydrodynamically and thermally developed
over most of the region of interest (Kays and Crawford, 1980).
The small values of the Reynolds and Peclet numbers are due
to the small transverse length scales in the heat exchanger
passages, not to small characteristic velocities; thus free con-
vection is negligible compared to forced convection.

Contributed by the Heat Transfer Division and presented at the AIAA/ASME
5th Thermophysics and Heat Transfer Conference, Seattle, Washington, June
1990. Manuscript received by the Heat Transfer Division September 13, 1989;
revision received July 15, 1990. Keywords: Forced Convection, Heat Exchangers,
Transient and Unsteady Heat Transfer.
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The model studied here assumes that the velocity profile is
independent of distance along the axis of the channel, i.e., it
is fully developed by the time it reaches the heat transfer section
of the exchanger. This is quite reasonable, given the presence
of uncooled flanges upstream of the heat exchanger. This ideal-
ized model does not take into account streamwise velocity
variations produced by flow around tubes in crossflow, etc.,
but the qualitative features of the analysis should not be dras-

tically altered by the idealization.
The mathematical problem consists of the transient laminar

energy equation:

il a0 2

—4+v(y, 2) —=kV5, 0 1

5 TP0s 2) o=k M
The Laplacian is in the transverse coordinates y and z; these
subscripts will be suppressed below with this understanding.
Equation (1) contains the implicit assumption that axial con-
duction is negligible compared to transverse conduction, and
that viscous heat generation is negligible (Kays and Crawford,
1980).

The boundary condition at the channel inlet is

00, », z) = 0™ ()

i.e., a temporally periodic, spatially uniform inlet temperature.
On the channel walls, the boundary conditions are

a0

on 0 ®
where n indicates the normal to the wall surface and « and 8
are arbitrary constants. Note that the constant-heat flux or
constant-temperature boundary conditions (the constant can
be taken to be zero without loss of generality) are obtained by
setting either « or 8 to zero, respectively.

In steady Graetz flow the neglect of the axial conduction
terms in equation (1) is justified by scaling arguments: The
transverse length scales for conduction, corresponding to the
duct width, are much shorter than the axial length scales. In
order to neglect axial conduction in the periodic case, it is also
necessary to consider the axial length scale consisting of the
wavelength of the inlet temperature waves. This wavelength
must be long compared to the duct width in order to neglect
the axial conduction terms; in the applications of interest, this
requirement is always satisfied.

A temporally periodic solution of the problem will be sought
by assuming that

0x, v, 2, t) =6(x, », 2)e™ 4)

Substitution of equation (4) into equations (1)-(3) and non-
dimensionalization leads to the following system:

af+

iwT+u(y, &) ‘3—?: vir (5)
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T(Oy 7, {):1 (6)
aT
al(, n, §)+Ba—n=0 at the wall )

For w=0, the system above reduces to the usual steady Graetz
problem.

The problem is separable, and 1f a solution of the form
S, He(€) is assumed for equations (5)- (7) the solution to
equation (1) can be written as

T, m =

The function f, satisfies the eigenvalue problem
Vo~ iafy+ Nty =0 )

]
of+8 a—gz 0 on the boundary 10

(1D

Note from equation (11) that o, and k, are, respectively, the
real and imaginary parts of the eigenvalue; the middle term in
equation (9) causes the eigenvalues and eigenfunctions to be-
come complex for w#0. In the next section some properties
of this eigenvalue problem will be established.

where N\,=o0, + ik,

Properties of the Solution

It will be convenient to define the following integral over
the cross-sectional area of the duct at this point:

(p(n, )= Sp(n, ) dn dt (12)
where the integral is taken over the duct cross-sectional area.
It is also convenient to define the following integral:

[p]= Sp(S)-ds (13)

where ds is a differential element of path length around the
contour bounding the cross-sectional area of the duct; the
integral is taken around this bounding contour.

In the one-dimensional case, when w =0, equations (9)-(10)
represent a Sturm-Liouville eigenvalue problem, for which it
is known that there exists a complete set of orthogonal eigen-
functions and an infinite number of real eigenvalues. Although
the problem is no longer of the Sturm-Liouville type when
w#0, analogous properties can be demonstrated.

Orthogonality of the eigenfunctions is easily proven. For
any two eigenfunction f; and f}, equation (9) implies that

EA e MEf (n, £) (8)

5V fi—iwfifi+ Nufifi=0

SV — iafifi+ Nufifi=0
Subtracting one of these equations from the other and inte-
grating the result over the duct cross-sectional area yields

N =NIUD = — (V2 + V2D
= —(VefiVLY + (V[ VD
AV iV AV S VD
= ~[fi(3f/0m)) + [ f;(dfi/dn)]
=0

The third step follows by the divergence theorem. If either
a=0 or f=0 the last step follows trivially from boundary
condition (10). If «#0 and 80 then

= [fi(afi/an)1 + Lf; (3fi/an)] =

(14)

(15)

- [ﬁ(aj;/am%f,-)] + [jj(&ﬁ/i)n+%ﬁ)]=0
again by equation (10). Thus
for i#j (ufifiy=0 (16)

which is the desired orthogonality relationship.

The eigenvalues of the problem are complex, and some qual-
itative information about them may be gained as follows. From
equation (9)

P = iafi ot Ntffu =0 an
Integrating over the duct cross section and using the divergence

theorem and the boundary conditions as before yields the fol-
lowing two equations:

(VSue Vf*>+(ﬁ/a)[(aﬁx/an)(af‘*/an)]

=Re(),) = T a0
=<Vﬁ1'vﬁ) =0

iy (18)

kn=1m(xn)=w%% (19)

Equation (18) reveals that for -6-20 and u=0 everywhere, ¢,
o

is positive, leading to a decay of the temperature with down-
stream distance, as expected. Equation (19) indicates that k,,> 0
and k,#1 in general unless u=1, the “‘plug flow’’ case. Ref-
erence to equation (8) then indicates that the channel temper-
ature can be written as a superposition of damped traveling

Nomenclature
d = characteristic transverse length
scale (width) of the duct .
k, = imaginary part of A, (wave- y = transverse coordinate ¢ = dimensionless axial coordinate
number) z = transverse coordinate = x/(d+Pe)
Pe = Peclet number = u,,d/x a = see equation (7) o, = real part of \, (decay
t = time B = see equation (7) constant)
T = dimensionless temperature ¢ = dimensionless transverse 7 = dimensionless time =
amplitude = 8(¢, 5, H/6, cgordnqate = z/d t/(Pe=d/u,,)
Twm = mixed mean temperature n = dimensionless transverse 2 = angular frequency of input
u = dimensionless axial velocity coordinate = y/d temperature oscillation
=v/uy, 6 = temperature w = dimensionless angular fre-
U, = bulk (mean) velocity x = thermal diffusivity quency = QePeed/u,,
v = axial velocity N\, = nth eigenvalue of equations * = indicates the complex conju-
x = axial coordinate -1 gate
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waves originating at the channel entrance. In the plug flow
case, the waves travel in phase; however, the presence of a
nonuniform velocity profile produces dispersion, since equa-
tion (19) shows that in general the different wavenumber com-
ponents travel at differing speeds.

Bounds on the Eigenvalues

It is possible to establish a lower bound on the real part of
the fundamental eigenvalue of the problem (9)-(11) by com-
paring it to the corresponding eigenvalue of the steady (w=0)
problem. In order to do this, a minimum principle for the
eigenvalues of the steady problem will be established. This
minimum principle is an extension of well-known extremum
principles and comparison theorems for self-adjoint problems
with real eigenvalues (Courant and Hilbert, 1953) to the present
non-self-adjoint problem with complex-valued eigenfunctions
and eigenvalues.

The minimum statement that will be demonstrated is that
the successive minima of the functional defined below occur
when the functions g, are solutions of the steady Graetz ei-
genvalue problem. The functional g, is defined by

_{VenVer)+ (B/a)[(dg,/9n) (3g7/3n)]

az0
(ug.gn>

On
(20)
(Vg Vg
=2 =0
(ugngn)

Note that when the g, are the solutions of equations (9)-(11),
this functional corresponds to the real part of the eigenvalue
M since there is no explicit dependence on w, this holds for
the eigenvalues of both the steady and unsteady problems.

The admissible class of functions g, is required to satisfy
boundary condition (10) of the problem and to be smooth. In
addition, each successive function g, is required to be orthog-
onal (with weighting function u) to all the preceding functions
gi 1.€.,

{ugng> =0, i=1,..,n—-1 21)
If o, is the minimum value of the functional above, then
I={Vg, Vg + (B/a)[(3g,/0n)(3g;/0n)] — 0, {ug.8:> =0

for a0 (22)

=(VgVgr)— 0, ug,gn)z0 fora=0

and minimizing 7 is equivalent to minimizing the functional
of equation (20). A necessary condition for a minimum of 7
is that its first variation be zero, or

. dI(g+ed)
)~ ==

1 0 23
61_.0 aE ( )
Thus
ag, og
[<Vgn'V¢*)—on(ug¢*)+§—&ﬁ]+c.c.=0, a#0
o dn on

and [{ Vg, V¢*) —o, ugd*>]+c.c.=0, a=0 (24)

where ““c.c.”” denotes the complex conjugate of the expression
in square brackets. Integration by parts and use of boundary
conditions (10) leads to

[—(d* Vg, — o, ug,$*)] +c.c.=0 (25)

In order for the above statement to hold for an arbitrary
complex-valued function ¢, it is necessary that

v2Re(g,) + o i+ Re(g,) =0 (26)
and
v Im(g,) + ou-Im(g,) =0 @7
or, more compactly,
Vig, +oueg,=0 (28)
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which is the eigenvalue equation for the steady Graetz problem.
Thus a necessary requirement for the function that minimizes
the functional (20) is that it satisfy the steady Graetz equation
(28).

Now the real part ¢, of the fundamental eigenvalue of the
unsteady problem (9)-(11) is given by equation (20}, and the
fundamental eigenfunction of the unsteady problem satisfies
admissibility and orthogonality conditions identical to those
of the steady problem. Since the fundamental eigenfunction
of the steady problem gives the minimum value of the func-
tional (20), and since the class of solutions of the steady prob-
lem is a subset of the class of solutions of the general unsteady
problem, the real part of the fundamental eigenvalue of the
unsteady problem is greater than the corresponding eigenvalue
of the steady problem (see Courant and Hilbert, 1953). This
leads directly to the conclusion that the heat transfer coefficient
in the periodic case must be larger than in the steady case.

Dependence of the Eigenvalues on w

One further observation about the eigenvalues of (9)-(11)
is useful in applications; namely, that the real part of the
eigenvalue changes slowly with increases in w. This point can
be proven by examining the first term in a perturbation solution
of the eigenvalue problem. The eigenvalues and eigenfunctions
are expanded in powers of éw, a small perturbation of w:

w=uw®+ 8w+ 0 (8u?) 29)
A=A+ AD50) + O (80?) (30)
=19+ fDsw + O (bw?) 31

After substitution of these expansions into equations (9)-
(11), the first-order correction to the problem is found to satisfy
the equation

T2 _ joaf D 4 Ny V) — O \Dy (32)

If this equation is multiplied by SO* and integrated over the
duct cross section (making use of integration by parts and the
boundary conditions of the problem), the left side vanishes
because f(o) satisfies the zero-order equation, and the final

result is
w_ im
WOy
Therefore the first-order change in the eigenvalue is purely
imaginary for a small perturbation of the frequency w. This
suggests that the real part of the eigenvalues will vary relatively
slowly with changes in frequency, and in fact this will be evident
in the numerical solution described below.

N (33)

A Numerical Example

In order to illustrate the preceding argument, a finite-dif-
ference solution of the energy equation for a parallel-plate
geometry has been performed. This geometry is representative
of the parallel-plate fins typically found in laser heat ex-
changers.

The governing equations are equations (5)-(7) specialized to
the parallel-plate case, with the zero wall temperature boundary
condition:

in+u(n)g=g (34)
where
un)=1-7’ (33)
70, =1 (36)
T(¢E, =1)=0 (37

The computations are performed across the half-width of the
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Fig. 1 Decay of the mixed-mean temperature amplitude with down-

stream distance

channel since the problem is symmetric across the channel
centerline, and the temperature gradient in the » direction is
set to zero at the centerline.

Due to the parabolic nature of the problem, a finite-differ-
ence scheme that is implicit in the 5 direction and marches in
the £ direction has been chosen. The implicit scheme, a mod-
ified Crank-Nicolson algorithm, is not subject to numerical
stability restrictions and has second-order truncation errors in
both spatial directions (Richtmyer and Morton, 1967).

The computational domain is discretized on a mesh with
spacings A¢ and Ay between grid points in the two directions.
The following definitions are useful:

T)=T(iAg, jAn) (38)
8 Tj=Tj—2T/+ T}, (39)
uj=u(jan) (40)
Equation (34) is discretized as follows:
T+ 7! Tl Tl STy 82T
J J uj v J - n-J 772 J (41)
2 Af 247
This discretization leads to the following system of equations:
) Anm)z] . )
T - [2+iw(An)2+2u,£A—Z) ] T+ TiH =
i , (Aqg)2| i
~TL, + [2+1w(An)2—2uj Az } T - T, (42

Although this scheme is unconditionally stable, a poor choice
of step sizes can lead to physically unrealistic solutions. The
necessary condition for a realistic solution is that (Patankar,
1980)

AE=u;(An)? (43)

and since the minimum value of u; occurs at the grid point
closest to the wall, where #/=2Ay, the necessary condition
becomes

At <2(Ap) (44)

The results presented here were obtained with At =5 x 107°
and Ap=4 x 1072 The accuracy of the code was verified by
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Fig. 2 Dependence of the fundamental eigenvaiue on frequency in the
fiat-plate problem

checking the asymptotic heat transfer coefficient for the steady
problem (w = 0) against its published value (Shah and London,
1978).

Figure 1 shows the decay of the amplitude of the mixed-
mean temperature with downstream distance. The mixed-mean
temperature is defined by

T = uT/{u) (45)

and the quantity plotted in Fig. 1 is [7,,,|, the amplitude of
the complex mixed-mean temperature. The numerical results
verify the prediction that the decay becomes more rapid as the
inlet temperature oscillation frequency increases. In addition,
the decay constant is not a strong function of the frequency;
even for w = 20, the mixed-mean temperature amplitude is quite
close to that for w=0.

Discussion

In fully developed flow, by definition, all the higher modes
in equation (8) have decayed to negligible amplitudes, and the
dominant term is the fundamental mode (n = 1). The heat trans-
fer coefficient is then proportional (Kays and Crawford, 1980)
to the real part o, of the fundamental eigenvalue A, whose
value can be calculated via

(46)

o;=lim —
! fmoo | T | 3x

mm

This relation for o, follows directly from equation (8).

o, has been calculated numerically from the simulation de-
scribed above, and Fig. 2 illustrates the variation of o, with
w. Note that as predicted above, o, (and therefore the heat
transfer coefficient) is always greater than its steady value,
and is a weak function of w.

At this point it is useful to summarize the results developed
above. It has been shown that the real part of the fundamental
eigenvalue of the laminar energy equation (5) with a temporally
periodic input temperature field is greater than or equal to the
corresponding (real) eigenvalue in the temporally steady case.
This conclusion is valid for a fully developed velocity profile,
arbitrary duct cross-sectional shape and either constant heat
flux, constant wall temperature, or linearized radiation bound-
ary conditions at the walls.
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In the thermally developed region of the flow, all eigenmodes
except the first have decayed to zero, and the heat transfer
coefficient is given by equation (46). As a consequence of the
above result on the eigenvalues, the heat transfer coefficient
in the thermally developed region of the flow is greater in the
unsteady case than in the steady case (unless the velocity profile
is uniform, in which case the heat transfer coefficient is a
constant).

Finally, the perturbation argument presented above suggests
that the real parts o, of the eigenvalues should exhibit a fairly
weak dependence on the frequency w, and this is borne out by
the flat-plate results of Fig. 2.

The practical implications of this result for the design of
laser heat exchangers are clear. In general, the gas-side heat
transfer is the dominant thermal resistance in a laser heat
exchanger. The heat exchanger may be designed assuming the
gas-side heat transfer coefficient to be constant at its steady
value, which is generally known to the manufacturer or can
be calculated readily. The unsteady response may be predicted,
with this assumption, using the methods of Cousins (1990).
The results of the present work then indicate that the actual
amplitude of the outlet gas temperature oscillations will be
lower than the predicted value, since the actual heat transfer

Journal of Heat Transfer

coefficient is slightly higher than its steady value. Thus the
error made in assuming the heat transfer coefficient to be
constant is conservative,
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Curved Isothermal Square Duct

A numerical study is made to investigate the forced laminar convection in the
hydrodynamically and thermally fully developed region of a curved isothermal square
duct. Solutions with one and two pairs of vortices superimposed on the main flow
are obtained. In the thermally fully developed region, a three-dimensional energy
equation of elliptic type is reduced to a two-dimensional one with an eigenvalue,
and the axial diffusion term is considered for a small value of the Peclet number.
Flow characteristics for cases of dimensionless radius of curvature 3=, 50, 10,
and 5 with the square of the Dean number ranging from 0 to 10° in a square duct
are studied. In addition, heat transfer characteristics for large dimensionless radii

of curvature, Pr=0.7 and 7.0, and Peclet number Pe=o, 10, 5, and 1 are also

examined.

Introduction

Curved ducts are extensively employed in many heat and
mass transfer devices such as the passages of turbomachinery
components, inlet diffusers of rocket engines, and other in-
dustrial apparatus. An important feature distinguishing curved-
duct flows from straight-duct flows is the secondary flow in-
duced in the cross planes of the curved duct due to the cen-
trifugal forces, which may cause an extra pressure loss,
distortions of the axial velocity and temperature profiles, and
an enhancement of the heat transfer rate.

Using a perturbation technique, the earliest theoretical stud-
ies on the motion of fluid in a curved pipe were made by Dean
(1927, 1928). He predicted the characteristics of the twin-vortex
secondary flow and pointed out that the dynamic similarity of
such flow depends on a dimensionless parameter K [K = Re(D,/
R)%9] called the Dean number in the scientific community. The
solution obtained by using the perturbation technique is limited
to a small value of K. A comprehensive review of the analytic
studies on flow in curved pipes can be found from Berger et
al. (1983).

The laminar forced convection heat transfer in curved rec-
tangular channels was first studied by Cheng and Akiyama
(1970) by using a numerical technique. Only one pair of coun-
terrotating vortices was found in the square channel for X < 130.
For the curved square duct, numerical calculations such as
these described by Joseph et al. (1975) and Cheng et al. (1976)
revealed that for K larger than a certain critical value, an
additional pair of counterrotating vortices occurs near the con-
cave wall. But the friction factor, which is an important overall
flow characteristic, did not show the presence of the onset of
the four-vortex crossflow at the critical Dean number. For
experimental observations by Cheng et al. (1977) the onset of
the four-vortex crossflow pattern known as Dean’s instability
appears at K= 176.1. This was the first time the phenomenon
was shown photographically, and it confirmed the previous
theoretical prediction (Joseph et al., 1975, Cheng et al., 1976).
Similarly, the four-vortex crossflow patterns were also found
by Dennis and Ng (1982), and Nandakumar and Masliyah
(1982) for curved circular pipes.

According to the bifurcation phenomenon reported by Ben-

jamin (1978), both two-vortex and four-vortex crossflow pat-
terns constitute the dual solutions, which are attained depending
on the initial condition used to start the numerical computation
of nonlinear governing equations. Recently, Winters (1987)
showed that for a square cross section the transition is a result
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of a complex structure of multiple, symmetric, and asymmetric
solutions. The singular value of K for the transition of the
two- and four-vortex flow patterns is between 113 and 191.

With the appearance of single or multiple pairs of vortices,
the heat transfer rate will be enhanced regardless of the thermal
boundary conditions and flow cross sections as described by
Cheng and Akiyama (1970) and Mori et al. (1971) for rectan-
gular channels with axially uniform wall heat flux and pe-
ripherally uniform wall temperature, by Cheng et al. (1975)
for curved square channels with uniform wall temperature and
constant wall heat flux, by Akiyama and Cheng (1971), Dravid
et al. (1971), and Kalb and Seader (1974) for circular tubes
with thermal boundary conditions of constant wall heat flux
and/or uniform wall temperature.

There are many engineering applications for low Peclet num-
ber fluid flows: for instance, when low Prandtl number liquid
metals are utilized in solidification and casting processes, in
high-temperature heat exchangers, and in low Reynolds num-
ber fluid flows in low flow rate heat exchangers designed for
food processing, battery cooling, constant temperature baths,
electronic cooling, and solar collectors. All the papers in curved
ducts reviewed here are analyzed without considering the effect
of axial conduction in the thermally fully developed region for
a small Peclet number.

An attempt is made in the present paper to analyze the forced
laminar convection in the hydrodynamically and thermally
fully developed region of a curved isothermal square duct. In
the thermally fully developed region, the temperature distri-
bution varies exponentially in the axial flow direction. There-
fore a two-dimensional eigenvalue problem is reduced. The
axial conduction term is also considered for a small value of
Pe. Detailed computation in the region near the critical value
marking the onset of the four-vortex flow will be made to give
a clear understanding of the flow pattern and the behavior of
the friction factor in the vicinity of the critical value.

Theoretical Analysis

Consider forced laminar convection in the hydrodynamically
fully developed region of a curved square duct heated isother-
mally. The fluid temperature will increase exponentially along
the main flow direction in the thermally fully developed region.
The physical configuration and coordinate system are shown
in Fig. 1. An unbalanced centrifugal force is introduced in the
X direction. A pair or pairs (Joseph et al., 1975; Cheng et al.,
1976) of counterrotating symmetric or asymmetric (Winters,
1987) vortices will be generated and superimposed on the main
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[T

flow. By transforming cylindrical coordinates (r, 6, 2) to a
coordinate system (X, Y, Z) on the cross section of the curved
duct
r=R+X
#=2/R
z=Y
and assuming a steady, incompressible, and hydrodynamically

fully developed flow, and constant physical properties, we have
the continuity and momentum equations as follows:

M

Continuity equation:

Z-momentum equation.

3X Y (R+X) p(R+X)dZ -
w
2  ——
+V[v w (R+X)2] %)
1 3 3 &
2. 2 e
where v ® +_X)[6X(B+)06X:| +3Y2

The term W?/(R + X) on the right-hand side of equation (3)
is the centrifugal force driving the flow in the X direction;
UW/ (R + X), the third term on the left-hand side of equation
(5), is the Coriolis force acting in the main flow direction; and
the terms »U/(R + X)? and »yW/(R+ X)? on the right-hand
sides of equations (3) and (5), respectively, are the viscous
forces due to the coordinate transformation.

Furthermore, the channel wall is heated and kept at a uni-
form wall temperature 7,; the fluid with a uniform entrance
temperature T, will be heated. After a sufficient heating length,
the temperature distribution of fluid along the channel will be
thermally fully developed. By assuming no viscous dissipation,
the energy equation is

aT T R T R*  ¥T
Ut Vit ———W—==a| v T+————
ax oyt Ry x) ez "‘[V T+(R+X)2622] ©®

1t is noted that the axial viscous terms in equations (3)~(5)
are neglected because the flow is hydrodynamically fully de-
veloped, but the axial conduction term in the energy equation

1 d v (6) is kept in the present thermally fully developed region. The
(R+X)ox [(R+X)U) +a_)—’=0 (2} reason for this formulation will be explained later.
‘ In order to obtain governing parameters in the present prob-
X-momentum equation: lem, the following dimensionless transformations for the in-
oU  aU 1P U w2 dependent and dependent variables are introduced:
U=+ V——:_-——+v[v2U— 2]+ A3) _ _ -
X 9Y  pdX (R+X)?%]  (R+X) X=D,x, Y=D,y, Z=1z
Y-momentum equation: U=K? <—£—> u, V=K? <—l-;—> v, W=Ww (7)
WAV LOP ey D Pz e (L)2ep E
— — = —— 4y = — ) “e
ax ey “pay ( (2) 4K .
Nomenclature
r, 8, z = cylindrical coordinate sys- v = height-to-width aspect ra-
A = cross-sectional area tem to=>b/a
a = channel width R = radius of curvature o = d}menswnless temperature
b = channel height Re = Reynolds number= WD,/» difference = (T — 7,)/
C = comstant = —(3P,/3Z) S = perimeter (Tp = T.)
DYuWw T = temperature A = cigenvalue
D, = hydraulic diameter=44/S UV, W = velocity components in X, p = viscosity
f = friction factor =27 ,/pW> Y, and Z directions, re- v = kinematic viscosity
h = heat transfer coeffi- spective_:ly ] ; - Zlortl.mty
cient =g,/ (T,—T,,) u, v, w = dimensionless velocity p = e‘;fltg .
" : = wall shear stress
K = Dean number =Re(D,/ components in X, y, and z Ty =¥ :
R)O3 0. directions, respectively ¥ = stream function
k = thermal conductivity of X, Y Z= tCartes1an coordinate sys- Subscripts
fluid €m ;
—  7_directi s x, v, 7 = dimensionless Cartesian b = bulk quantity .
L IZer?gltrﬁcnon characteristic > coordinate system c = che:ireicter_lstlc quantity
2 _ _ i, Jj = nodal point
Nu = Nusselt number = #D,/k v*® = Laplace operator= _ o -
n = dimensionless normaf di- 1 9 4 0 = condition & £=0, or val-
\ g —R+X)—| + ues for straight channel
rection coordinate (R+X)LaX X w = condition at wall
P, p = pressure and dimensionless _?2_2 7z = in z direction
pressure . Y .
Pe = Peclet number = WD,/a a = thermal diffusivity of fluid ~ Superscripts
Pr = Prandtl number =/« 8 = dimensionless radius of = average value
q, = wall heat flux curvature=R/D, k, m = number of iteration
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where D, is the hydraulic diameter, L is the curved heating
length along the channel, K = Re (D,/R)** =(WD,/») (D,/R)*>
is the Dean number, W is the average axial velocity, and P.(Z)
is the hydrodynamically fully developed pressure distribution.
In the present problem, the case for L/D,> >1 is considered.
It is noted that the characteristic values of U, V, and P are
obtained by considering that the order -of magnitude of the
centrifugal force W?2/R is equal to those of the viscous terms
and the pressure term in equation (3).

By substituting the dimensionless transformations (7) into
equations (2)-(6), the continuity and momentum equations
become

G ax[(ﬁ‘ x)u]+—~—0 ®)
2,24, -, 1 [ Qg]
K(”ax ay T ax (B+x) ax B+ )6x

d%u u B,

Y G B ©)
v A ap 1 [ ay} ¥v
K < “ax TV ay>_ oy B axl B e O
o[ ow 6w)_ gC i [ ]
K (”ax“*é; =G0 TErmax %
Fw W , uw n

T GBI (B

where B=R/D, is the dimensionless radius of curvature;
~ D2 (dP,/3Z)/uW is a constant, which will be deter-
mmed by considering the global continuity condition, i.e.,
= [{{((B+x)w/B) dxdy=1 in each cross section. Equations
(8) -(11) represent a two-dimensional flow in a sufficient long
curved channel. The parameter KZ—(WD /v)% (D,/R), the
square of the Dean number, represents the effect of centrifugal
force and will be used throughout the present study.
In the thermally fully developed region of a long duct with
a uniform wall heat flux or with a linearly varying wall tem-
perature, the fluid temperature will change linearly along the
channel. But in the present problem the fluid with temperature
Ty is heated in a curved isothermal channel with a constant
wall temperature 7',. The fluid temperature can be expressed
as (Shah and London, 1978)

Tw) Y, Ciba(X, Y) exp (—N\,Z/PeD,)

n=0

where A, are the eigenvalues and Pe=WD,/« is the Peclet
number. Because the velocity components U, V, and W in
equation (6) are functions of X and Y only, the exponential
functions in equation (12) can be separated from the functions
in X and Y. Although the process may be tedious and time
consuming, the eigenfunctions 6, in principle, can be deter-
mined with each corresponding \,. Since 0<Ag<A; <A,
<...., we may find exp (—NZ/PeD,)> > exp (—NZ/
PeD,)>>. ... at a sufficiently large value of Z, i.e., in the
thermally fully developed region of an isothermal duct. There-
fore we may neglect the higher order terms in equation (12)

T—Ty=(Ty- (12)

and rewrite it by setting Ag=\ and Cyf,=0. Equation (12).

becomes

T-T,=(Ty—T,) exp (—AZ/PeD,)0(x, y) (13)

+
In expression (13), the condition H[_@B_X} whdxdy =1 should

be satisfied for the solution of 6(x, y). _
By substituting equations (7) and (13) into energy equation
(6), the dimensionless energy equation can be written as

50 / Vol. 113, FEBRUARY 1991

2f 80 30 _[ 1 [ 39}
PrK<u +v6y) G ox B+x)=

620 B . 62 )\—2:]
ay] [ﬁ+x>\w+(ﬁ+x)2 pe|? 09

where the eigenvalue A should be positive to ensure a mono-
tonically decreasing exponential value. With the help of equa-
tion (13), the energy equation reduces from a three-dimensional
boundary value problem to a two-dimensional eigenvalue
problem. The effect of centrifugal force on the temperature
distribution is represented by the product of Pr and K2 One
important fact must be pointed out clearly in energy equation
(14), that the effect of axial conduction term on the heat trans-
fer characteristics in the thermally fully developed region of a
channel with a uniform wall temperature is frequently over-
looked in the literature. We can see that the second term
62
B+ x)*Pe
senting the axial conduction term is nonlinear and cannot be
neglected for a small value of Pe, in comparison with the term

— 0 on the right-hand side of equation (14) repre-

7 ﬁfx))\wﬁ representing the axial convection term. This means
that the exponent in equation (13) will not be small with a
second differentiation for a small Pe, It is noted that the two-
dimensional eigenvalue problem described in equation (14) and
its solution have not been reported in the literature.

In the computation of the present two-dimensional equa-
tions, the vorticity transport equation is employed. By a cross-
differentiation of the X- and Y- momentum equations (9) and
(10), and eliminating the pressure terms, one has

L[ 0 ot i [ g}
K(ax ) T "B+ 9x B+»

FEL 2 0 (B, 0w
+6y2+6+xax 2<B+x> Way (13)

(e+_x>z£ (w 32¢>+;%
B8 =\t ) B+xox
B W B W
TB+4x 0y CB+x ox

The associated boundary conditions for equations (11), (14),
and (15) are
aw af

where

9y

== "= 0 =0 on the channel wall (16)
where 7 is a coordinate normal to the channel wall. It is noted
that because asymmetric vortices are not considered, only half
of the channel is used in the present study.

Flow and Heat Transfer Characteristics

The important overall flow and heat transfer characteristics
of forced laminar convection in a channel flow are indicated
by the friction factor and the Nusselt number, respectively.
Following the conventional definitions, the friction factor and
the Nusselt number are written as

Py

/=255 an
hD duD.

Nu="Zeo dw’e

Yk T(T,- Tk

where 7, is the mean wall shear stress, and the q,, is the mean
wall heat flux. Both 7, and q,, can be derived from the averages
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(@) Table 1 Numerical experiments for grid size
SRe Grid Vortex
P size|] 21 x11 | 41x21 | 61x31 | 81x41 | 101 %51 numbers CPU**s
0 14.26 14.23 14.23 14,23 14.23* 0 32
10* 21.27 20.11 19.50 19.50 19.50* 2 213
10° 33.21 30.50 29.62 29.41 29.40* 4 305
Exact value fRe=14.23 for K2=0.
) .
Grid
JRe size| 21x 11 | 41x21 | 61x31 | 81x41 | 10151 Vort‘f" CPU,**s
KZ numoers
K?=10% Pr=0.7 6.14 5.97 5.93 5.93 5.93* 2 101.0
K*=10° Pr=17.0 10.34 8.55 8.14 7.96 7.89* 2 59.6
=10°, Pr=0.7 11.21 10.59 10.11 10.06 10.04* 4 82.2
K?=10°, Pr=70 | 32.95 21.05 18.59 17.45 16.82* 4 48.5

* Present analysis.
** IBM Model 3090.

of local derivatives. The friction factor and the Nusselt number
become
B+x aw

B8 on

B-I—x B+x a6
8 an
On the other hand, the friction factor and the Nusselt number

can be also derived from the overall force and energy balances,
and the results are

f*Re=2.
(18)

Se Re—5—26§§w<—+K2 )dxa’y
\2 (19)
)\ BA
Nu=2+ pelig s

From equations (19), f*Re=(C/2 can be obtained readily as
the dimensionless radius of curvature approaches infinity. In
this case the effect of secondary flow on the friction factor

. . d d
comes from the inertia terms K* <ua—: + v%) on the left-hand

side of equation (11) only. Similarly, Nu=A/4 is derived as
Pe— o without the effect of axial conduction. In the present
study equations (19) are used for computations of the feRe
and Nu.

Method of Solution

The solution for the unknown variables, u, v, w, ¥, &, and
8 in equations (11), (14), and (15) with unknown constant C
and eigenvalue A satisfying boundary conditions (16) is a matter
of considerable mathematical difficulty. A nonuniform strongly
implicit scheme of finite-difference approximation is used to
ensure a convergent solution at higher values of parameters
K? and Prk? in equations (11) and (14). One technique to
improve the efficiency and to make it more robust is to use
the strongly implicit scheme of Stone (1968). The nonuniform
grid system used in this study is generated through the following

simple algebraic relation: P,P;= PPy —l—l) ™, for I<I<N,
where P, Py are the end points and P; is the position of an
intermediate point. The value m=1.2 is used throughout the
present study for nonuniform grid size. The numerical pro-
cedure is: ,

1 Assign initial values for the unknowns u, v, w, ¥, £, and
6 and values for the parameters K2, Prk?, Pe, and 8.

Journal of Heat Transfer

2 The vorticity transport equation (15) is solved for £ with
the associated boundary vorticity evaluated from the stream
function in step (1).

3 The relation for £ and  in equation (15) is solved for .

4 Compute the values u and v from the obtained y.

5 Give an initial value for the constant C and solve equation
(11) for w. The value Cis adjusted by considering the relation

jjw w dxdy=1
B

6 Repeat steps (2) to (5), until the criterion of convergence

for £, ¥, and w is satisfied

Max | FK+D — F{S | /Max | FE+ V1 <1077

where & stands for the kth outer iteration.

7 Calculate the friction factor from equation (19).

8 With the obtained solution #, v, and w and an initial
guess for 4 and the eigenvalue A, energy equation (14) is solved
for 8. Considering the relation

(20)

@D

s;—‘%‘ wldxdy = 1 @2)
the eigenvalue is adjusted. This step is repeated until the cri-
terion of equation (21) is satisfied.

9 Compute the value for Nusselt number by using equation
(18) with the obtained A.

As shown in Table 1, a numerical experiment was conducted
to establish the mesh size for various Dean numbers. A con-
vergence study of the numerical solution can also be made by
comparing the data with the known exact solution for the
limiting case of straight square duct K*=0. Comparing the
data obtained by using an 81 X 41 mesh and a 101 x 51 mesh,
one can find that the largest differences are 0.03 percent in
JRe for K?=10°, 0.2 percent in Nu for Pr=0.7, K?=10%, and
3.8 percent in Nu for Pr=7, K?=10°. The differences in fRe
and Nu for Pr=0.7 are quite satisfactory. The error for Pr=7
should be taken into account in the applications of these data.
In order to obtain accurate solutions and understand the step
changes in the flow patterns, the mesh size of 101 X 51 is used
throughout the present study.

Results and Discussion

As pointed out by Benjamin (1978), both two-vortex and
four-vortex crossflow patterns constitute the dual solutions,
which are attained depend on the initial condition used to start
the numerical computation of nonlinear governing equations.
This statement is verified in the present study for 12,940 <
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(a)
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Fig. 2 Streamlines and constant axial velocities

K% =< 20,510 and y=1. But for K2>20,510, a four-vortex
crossflow pattern is obtained with an initial two-vortex flow
pattern, On the other hand, for K%< 12,940 the flow attained
is two-vortex even with an initial four-vortex flow pattern.
Secondary Flow Field. The dashed lines in Fig. 2(a) show
the crossflow stream lines and constant axial velocity lines in
a square channel for K% = 20,505. This two-vortex flow pattern
is attained step by step from the flow pattern at K?=0, Due
to the secondary flow, the centrifugal force is higher near
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Fig. 3 Dimensioniess axial velocity distributions

Xx=0.75 than that near the right-hand concave wall (x=1.0).
Finally the flow pattern breaks into four-vortex type: An ad-
ditional vortex pair is formed near the right-hand concave wall
when the value of K? is increased from 20,505 to 20,510. The
four-vortex flow pattern is shown by solid lines. Due to the
additional vortices, the constant axial velocity lines are moved
toward the central region of the channel. For K?>20,510, once
the four-vortex crossflow pattern is established, the flow pat-
tern will remain the same as the Dean number increases.
Using the four-vortex crossflow pattern as the initial one
for computation and decreasing the Dean number, the flow
pattern remains the same for the value of X? down to 12,940
as shown by the dashed lines in Fig. 2(b). This computation
confirms the statement of Benjamin (1978). Using the four-
vortex flow pattern for K?= 12,940 and further decreasing the
value of K2, a two-vortex flow pattern is attained. The solid
lines in Fig. 2(b) show the two-vortex streamlines and the
corresponding constant axial velocities for K2=12,935 with an
initial four-vortex flow pattern. The ‘‘hysteresis behavior”
with critical values at both ends is clearly demonstrated in the
present numerical study. It is noted that the dependence of the
mesh size and the relaxation factor on the critical value is
examined. A 1.9 percent difference is observed for mesh sizes
81 x 41 and 101 x 51 and the relaxation factor 0.1 and 0.05.

Velocity Distribution. Two-vortex and four-vortex cross-
flow patterns will drastically affect the axial velocity distri-
bution. Figures 3(a) and 3(b) show the axial velocity
distributions along y=0 and x=0.5, respectively, for values
of K? near the critical values K*=20,505 and 12,940. The
sequence of computation is also shown. Curve one is the axial
velocity with a two-vortex crossflow pattern for K?=20,505.
When the value of K2 increases to 20,510, the two-vortex flow
breaks into a four-vortex flow pattern. As shown in Fig. 3(a),
the maximum value of the axial velocity along y=0 moves
toward x=0.5 and decreases in magnitude, and the value of
axial velocity along x=0.5 shown in Fig. 3(b) increases. When
the value of K? decreases to 12,940, the four-vortex crossflow
is weakened and the maximum axial velocity increases and
moves back to x=1 as shown in Fig. 3(e). Finally, when
K*=12,935, the crossflow pattern becomes two-vortex again
and the maximum value in the axial velocity along y =0 moves
further back to x=1.

Figure 4 shows the comparison between the present nu-
merical data and the previous numerical and experimental re-
sults. The computations were carried out for the same
parameters as the previous ones. By taking the same value of
W/W at x=0.5, y=0, the agreements between the present
numerical data and the previous results are quite reasonable

Transactions of the ASME

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



v K*=51076, g=6.15 , Hille et al. (1985)
s K= 2601 . .
. o K- 11861 A =11, Mori et al. (1971)
- ~-- K*=10000 (20x10), # =100
Cheng ct al. (1976)
Present Analysis A 4
{60x30) L4 A =
74 o * * £
W v
W s, .
i 51076 51076~
11664 11681
10000 10000
2601 2601
N
a
Y=0 X=0
o] L .
0 . 1,0 v 0.0
Fig. 4 Comparison for W/W
T T T T T T 1 T T T T T T
| y=0,8 =10~ x=0.5 |
2.0 Pe=10~
B e Pe=1
- . Pr=04.7 . Pr=7.0 .
K=2x10,10 kK?=10*,2x10
I BN _
\
A)
= - \ .
A
// \\ \
| L/, 4 AN ‘\ -}
4 ’ A
1 ’ AY
S R
1.0 |- /. A —
14 A\
S S ST = ’ —
/4’ R DY P:‘—-O.’?’4
LK N 2 4 K"=10
8 B e K=2x10 K=2x10*
> =2x
B L SNKE=10*
p Pr=7.0
— //
4
0 | | | | | | 1 1 ] I 1 ]
0 1,0 0.5
X y

Fig. 5 Dimensionless temperature distributions

except in the regions y=0, x=0.7-0.8 and x=0.5, y=0.2-0.3
with large velocity gradients. This may be due to the coarse
mesh size (20 X 10) used previously by Cheng et al. (1976) and
possible velocity fluctuations and entrance effects in the ex-
perimental measurements. It is noted that the data of Hille et
al. (1985) were measured at an axial position of Z/
(D,Re)=0.031, which is in the entrance region of the curved
channel. The comparison of the results of Mori and Uchida
(1967) also shows a similar trend as pointed out by Cheng et
al. (1976).

Temperature Distribution. The temperature distribution in
the channel is affected not only by the crossflow patterns but
also by the Prandtl number and the Peclet number. Figures
5(a) and 5(b) show the temperature distributions along y=0
and x = 0.5, respectively, for values of X2 =10,000 and 20,000,
Pr=0.7 and 7.0, and Pe=1~ . The curves with K?= 10,000
and 20,000 represent the profiles with two-vortex and four-
vortex crossflow patterns, respectively. One can see that the
additional vortex pair moves the maximum value of 6 along
y=0 toward x=0.5 and decreases the magnitudes of # along
¥=0 and x=0.5. The thermal convection is magnified by the
value of the Prandtl number. The curves for Pr=7.0 are more
uniform than those for Pr=0.7 with the corresponding values
of K? and Pe. One can also see that the curves are more uniform
with the effect of axial conduction. This phenomenon can also
be justified physically.
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Friction Factor. Similar to the axial velocity, the friction
factor will be greatly affected by the appearance of the two-
vortex or four-vortex crossflow pattern. The transition critical
points of these two flow patterns were not clearly depicted in
the literature (Cheng and Akiyama, 1970; Cheng et al., 1976).
Figure 6 shows fRe/(fRe), versus K* with dimensionless radius
of curvature 8 as a parameter. For =35, 10, and 50~ o, step
jumps at X?=23,200, 21,900, and 20,505 and step drops at
K%=16,200, 14,500, and 12,940 in the value of fRe/(fRe), are
observed. The values of critical X will be increased with a
small value of 8. A smaller value of 3 predicts a larger value
of fRe. This confirms the observation by Soh and Berger (1987).
Different crossflow patterns show not only the difference in
the value of fRe but also the difference in the slope of fRe.
The curves of Cheng et al. (1976) for §=100 and Joseph et
al. (1975) are also plotted for comparison. The experimental
work of Ludweig (1951) is also shown in this figure. Good
agreement with the present data is observed.

For engineering application, the numerical results may be
correlated by using

JRe/(fRe), =0.513K°%216 (23)
For K%< 12,900, and by
JRe/(fRe), = 0.318K%¥ (1 + C. K% + CK + CGK'Y)  (24)

for K*>20,500, where C;= —6.13 x 10°, C,=1.08 x 1073,
and C;=2.82 x 107° with an error of less than 2.4 percent.

Heat Transfer. Figure 7 shows Nu/Nu, versus Prk? with
Pr=0.7 and 7.0, and Pe=1~ o for the case of large 8 and
v=1. Although Pr=0.7 and 7.0 are not large enough, the Nu
is already well correlated with the product of Pr and K. Similar
to the phenomena in Fig. 6, the crossflow patterns change not
only the magnitude of Nu but also the slope of Nu. It is seen
that the value of Nu will be decreased with the increase in Pe
and a difference of about 11 percent is observed between the
curves for Pe=1 and o at Pr=0.7, Prk?=10* and Pr=7,
Prk*=10". The data of Cheng et al. (1975) are plotted from
the asymptotic values of solution in thermal entrance region.
They agree quite well with the present solution. The dashed
curve of Kalb and Seader (1974) is for the isothermal circular
tube. It shows about the same slope as the present solution.
Both the existing data of Cheng et al. (1975) and Kalb and
Seader (1974) did not show the transition of flow patterns in
the Nu data. It is noted that the Nusselt number data for the
other values of Prandtl number can be easily computed using
the present approach.

The Nusselt number ratio may be also correlated by

Nu/Nu, = 0.518(Prk3)>14 (25)
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50 7!_11 l;’!—lll(l)l T TTTTTI T T T TTTIT L for Pr="7 and Prk?<1.44 x 10° with an error of 6.6 percent,
0 Cheng et al. (1875) Pr=0.7 i and correlated by
30 foeeone- = i 4 .

— IA(glal;yScisS:eader (1974} Pr=0.7 , circular tube NU/NUD=O.278 (PrKZ)O 222 (26)
20 |- Pr=0.7 R

"7 Equation (25 . for Pr=7, 1.44 x 10°<Prk*><10’, and Pr=0.7, Prk*<8 x

Equation 225; Pe=10~00 10% with an error of 7.9 percent.
10 : \\~ Table 2 summarizes the numerical data for the case of large
Nu 8 = B and r= 1. The constant C and the eigenvalue X are tabulated.

(Nu),

Lt feoemd bl 1281

Ll '

b b L

The step changes in the values near critical points K 2-12,940
and 20,505 are also listed. With the accuracy of the present
numerical data shown in Table 1, the step changes in the values
of fRe and Nu are one or two orders of magnitude higher than
the numerical error.

Finally, the region of validity of the present solution is dis-
cussed. In the present study, the forced laminar convection in
the thermally fully developed region of a curved isothermal
duct is examined. One may ask what is the length of the thermal

s 4 5 6 7
1o 10 10, 10 10 entrance region in a curved isothermal duct. It is well under-
prk stood that the criterion for the length of thermal entrance
Fig. 7 Nu/Nu, versus PrK? region with Pe—oo in a straight duct (K?=0) is found to be
Table 2 Numerical data for —o and y=1
Pr=0.7 Pr=7.0 Vortex
2
K ¢ JRe Pe A Nu A Nu number
10~ oo 11.894 2.976 11.894 2.976
0| 28.460 14.230 5 9.668 3.054 9.668 3.054 2
1 3.696 3.276 3.696 3.276
10~ oo 12.790 3.200 21.042 5.269
500 | 29.329 14.665 5 10.233 3.275 14.883 5.386 2
1 3.816 3.472 4.814 5.583
10~ o0 14.350 3.591 23.087 5.782
1000 { 30.749 15.374 5 11.179 3.657 15.914 5.906 2
1 4.014 3.813 5.032 6.100
10~0c0 | 20.596 5.157 28.017 7.020
5000 | 36.220 18.110 5 14.591 5.187 18.262 7.187 2
1 4,718 5.232 5.528 7.413
10~ o0 23.667 5.927 31.459 7.885
10,000 39.000 19.500 5 16.096 5.938 19.732 8.064 2
1 5.024 5.947 5.819 8.283
10~ o0 24.784 6.208 33.149 8.310
12,935 40.514 20.257 5 16.595 6.205 19.732 8.487 2
1 5.116 6.194 5.947 8.695
10~ 25.521 6.392 42.315 10.616
12,940 41.422 20.711 5 16.926 6.384 23.946 10.778 4
1 5.180 6.365 6.655 10.934
10~o00 | 27.687 6.936 37.092 9.302
20,000 42.566 21.283 5 17.917 6.910 21.941 9.473 2
1 5.387 6.869 6.247 9.657
10~ 00 28.774 7.212 49.160 12.341
20,000 45.040 22.520 5 18.441 7.193 26.359 12.482 4
1 5.502 7.161 7.132 12.601
10~00 | 27.890 6.987 38.749 9.718
20,505| 42.881 21.440 5 18.021 6.951 22.617 9.894 2
1 5.411 6.896 6.390 10.074
10~00 [ 29.090 7.289 49.369 12.394
20,510 45.319 22.659 5 18.573 7.270 26.430 12.531 4
1 5.526 7.234 7.149 12.653
10~ 00 35.008 8.775 59.244 14.886
50,000 52.923 26.461 S 21.310 8.791 29.757 15.073 4
1 6.136 8.787 7.825 15.215
10~0 | 40.084 10.044 66.167 16.821
100,000{ 58.796 29.398 5 23.405 10.085 31.796 16.999 4
1 6.579 10.092 8.226 17.113
10~ 47.128 11.825 75.903 19.104
200,000 65.569 32.785 5 26.098 11.811 34.478 19.212 4
1 7.130 11.756 8.750 19.290
10~ o0 58.790 14.764 94.927 23.935
500,000 76.817 38.409 5 30.090 14.613 39.459 23.953 4
1 7.929 14.430 9.749 23.975
10~ o0 67.950 17.077 | 114.794 28.998
1,000,000 88.010 44.000 5 33.209 16.968 44,309 29.001 4
1 8.584 16.799 10.732 29.012
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reasonably expressed by L =0.05.Pe-D,. It was clearly indi-
cated by Cheng et al. (1975), and Tan and Hsu (1972) that the
thermal entrance length decreases with the increase in the Dean
number and the decrease in the Peclet number, Therefore the
thermal entrance length in the curved isothermal duct with the
effect of axial conduction will be less than 0.05-Pe-D, and the
present solution will be valid in the region where the length of
the curved duct exceeds 0.05+PesD,.

Conclusions

1 A study has been made to investigate the forced laminar
convection in the hydrodynamically and thermally fully de-
veloped region of a curved isothermal duct. A three-dimen-
sional energy equation of elliptic type is reduced to a two-
dimensional one with an eigenvalue. The problem described
in equation (14) and its solution have not heretofore been
reported in the literature.

2 For 12,940=<K?=<20,510, y=1 and 8 = co both two-vor-
tex and four-vortex flow patterns can be obtained depending
on the initial flow pattern used to start the computation. But
for K%>>20,505 a four-vortex flow pattern is obtained with an
initial two-vortex flow pattern. On the other hand, for
K?< 12,940, the flow obtained is two-vortex even with an initial
four-vortex flow pattern. the ““hysteresis behavior’’ with crit-
ical values at both ends is clearly demonstrated in the present
numerical study.

3 For large 8 and y=1, a step jump at K2=20,505 and a
step drop at K? = 12,940 in the value of fRe/(fRe), is observed.
Different crossflow patterns show not only the difference in
the value of fRe but also the difference in the slope of fRe.

4 The crossflow patterns change not only the magnitude
of Nu but also the slope of Nu. The temperature distribution
will become more uniform and the value of Nu will be decreased
with a small value of Pe.
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Direct Air Cooling of Electronic
Components: Reducing Component
Temperatures by Controlled
Thermal Mixing

This paper discusses forced convection heat transfer in a channel populated with
discrete components similar to those found in electronics cooling situations. The
temperature rise of each component is expressed as the sum of two parts, its adiabatic
temperature rise, T,y — T, due to the thermal wakes of upstream components;
and its self-heating temperature rise, T, — T,4 due to its own power dissipation. A
component’s temperature can be reduced either by reducing the adiabatic temper-
ature rise or the self-heating temperature rise, or both. This investigation concentrates
on the former: reducing the adiabatic temperature rise through increased thermal
mixing in the coolant flow. The temperature of the air near the components exceeds
the mean temperature of the cooling fluid, often by a large amount. In the present
work, small scoops were installed in regions of high temperature but low velocity
Sfluid (i.e., in between raws of components rather than in the free stream) to augment
thermal mixing and reduce the nonuniformity. This approach does not induce as
large a pressure drop as some conventional “‘turbulators,”’ for a given decrease in
operating temperature. In the present work, the scoops reduced the adiabatic tem-
perature rises by 10 to 55 percent, resulting in up to 19 percent reduction in the
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overall temperature rise. The test section pressure drop increased 11 percent.

Foreword

Increases in the required power density on a typical printed
circuit board have led to the need for improved cooling meth-
ods. Recent developments include vigorous forms of cooling
such as liquid cooling or conduction enhancement; however,
many computer manufacturers prefer air as a coolant because
of its ready availability and the mechanical simplicity of the
systems. The present work is part of a continuing program to
understand better the limits of air cooling, and to develop
methods for extending its usable range.

Figure 1 shows a typical printed circuit board with an in-
line array of quasi-regular components. Circuit board packages
form channels with one smooth wall and one rough wall (the
component side). A bypass flow region exists above the com-
ponents in the channel when the channel spacing (board to
board) exceeds the component height. When the channel spac-
ing is large, most of the cooling air flows in the bypass region
and a smaller portion (depending on the channel-to-component
height ratio) flows between the components. This results in
temperature stratification in the channel: hot air near the com-
ponents and cooler air in the bypass region. Diverting this hot
air away from the components and into the bypass region will
bring cooler air to the components, increase the thermal mixing
in the channel, and decrease the component temperatures. This
approach can yield a smaller increase in pressure drop than
the usual approach of enhancing the heat transfer coefficient
by increasing either the Reynolds number or the turbulence
intensity because thermal mixing devices can be designed to
act on low-momentum fluid.

Several investigators have attempted to increase heat transfer

! Current address: Dept. C71, Bldg. 701, IBM Corporation, P.O. Box 950,
Poughkeepsie, NY 12602.

Contributed by the Heat Transfer Division and presented at the ASME Winter
Annual Meeting, Chicago, lllinois, November 28-December 2, 1988. Manuscript
received by the Heat Transfer Division February 21, 1989; revision received June
21, 1990. Keywords: Electronic Equipment, Forced Convection, Thermal Pack-
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in a circuit board channel. Sparrow et al. (1982) studied the
heat transfer enhancement effect of placing long barriers be-
hind components. They used naphthalene sublimation to meas-
ure the effects of these barriers on the mass transfer coefficient
and related this to the heat transfer coefficient. The barriers
enhanced heat transfer, with the greatest effect (about a factor
of two) in the second row downstream of the barrier. The
barriers induced a pressure drop 10 to 150 times that for a
barrier-free row of components.

Sparrow et al. (1983) looked at the effectiveness of varying
the number and height of the barriers, Again they saw large
increases in the heat transfer coefficient, up to a factor of two,
with the use of fence-like barriers. The heat transfer coefficient
in the presence of multiple barriers correlates well with those
for a single barrier. The barrier related pressure drop for a
multibarrier system was less than the corresponding multiple
of the pressure drop for a single barrier up to barrier sepa-
rations of six rows.

Chou and Lee (1987) performed an investigation to study
the possibility of reducing flow nonuniformities in large-scale
integrated packages by vortex generators. Their test configu-
ration consisted of two cubic integrated circuits mounted on
a simulated printed circuit board. They attached a rectangular
plate to the front face of the downstream cube. The vortex
generators reduced both the integrated circuit surface tem-
perature and the temperature nonuniformities in the integrated
circuit itself. The vortex generator had an optimum height
beyond which its effectiveness died off. They studied only the
effects of the vortex generator on the upstream component.

Ratts et al. (1987) conducted an experimental study on in-
ternal flow modulation induced by vortex shedding from cyl-
inders perpendicular to an air flow and its effect on cooling
an array of chips. They found enhancement effects up to 82
percent in the heat transfer coefficient for cylinders periodically
positioned above the back edge of each row of chips. They
studied the effects of cylinder position, diameter, length, and
number of cylinders on the heat transfer enhancement.
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Qur investigation differs from the above studies because it
empbhasizes increasing thermal mixing, without necessarily at-
tempting to augment the heat transfer coefficient. Other in-
vestigators have concentrated on augmenting the heat transfer
coefficient without regard for whether the benefit comes from
altering the fluid mechanics or altering the temperature dis-
tribution. We believe that this is the first study to use thermal
mixing explicitly as distinct from ‘‘increasing turbulence’’ as
a means to decrease component temperatures in electronics
cooling applications.

Analysis

The superposition method is used to calculate component
temperatures. The effect of the array temperature distribution
on heat transfer must be accounted for whenever the array
heating is arbitrary. Superposition accounts for this effect. We
followed the same line of reasoning used in the early analytical
works dealing with nonuniform heating and that literature
provided the form in which to express the present experimental
results. Sellars et al. (1956) presented a solution for the wall
temperature distribution in a tube whose wall heat flux varied
arbitrarily with length, while remaining peripherally uniform.
They took advantage of the linearity of the energy equation
and based their method on the superposition principle. Their

solution for the wall temperature is
x+

Tw(x+)—T.-n=%’ SO g(x" = £)q.(£)dt M
exp( —vpx")

=4+, 2

g(xT)=4+ L7 lm @)

In these equations T,, is the wall temperature, T}, is the tube
inlet temperature, x* is the nondimensional downstream dis-
tance, r, is the tube radius, £ is the thermal conductivity, g,
is the wall heat transfer rate, g is the superposition kernel
function (SKF), and v,, and A, are eigenvalues and constants
of the original differential equation.

This general form was chosen to describe the present results.
Discretizing equation (1) for a two-dimensional array of com-
ponents, where the heat flux varies from component to com-
ponent, yields the following equation for the temperature rise
of a module (T, — T},),,m located in the nth row and mth col-
umn:

M n .
(Te= Tuhum=1, 1, ok Lyt (=i, m=) 3)
Jj=1 l=l

In this equation, T, is the module temperature, 7}, is the chan-
nel inlet temperature, j is the column counter, M is the number

Fig. 1 Typical printed circuit board with an in-line array of semiregular
components

of columns in the array, i is the row counter, qQiyj 1s the heat
transfer rate at module i, j, m is the mass flow rate of air
through the channel, c, is the specific heat of the air, and
g* (n—i, m—j)is the superposition kernel function for discrete
systems. It is the ratio of the temperature rise experienced on
module, n, m due to heating module {, j, to the mean fluid
temperature rise experienced in the fluid due to heating module,
i, J.

The module temperature rise can be broken into the adiabatic
temperature rise (due to upstream heated modules) and the
local or self-heated temperature rise (due to the power dissi-
pation at module n, m). The adiabatic temperature is the tem-
perature that a component would achieve if there was no heat
transfer to it by any mode, The rest of the system may or may
not be powered.

Mn-1 .
qU q
(E“ﬂn)n,m—zz g*(n L
me
j=1li=1 P
= (7;111'_ in)n,m + (Té Tl‘zd)n,m
adiabatic self-heated
temperature rise temperature rise
C))
'g* (0, m—j) =0 forj = 1, M, with j # m, i.e., modules in the same row

but different column do not affect the module of interest for convective heat
transfer.

Nomenclature
Apne = channel area of one col- M = total number of columns ATymyx = adiabatic temperature
umn = HS Nu = Nusselt number = hB/k rise above inlet tempera-
B = cube dimension P = pressure ture with mixing device
¢, = specific heat g = heat transfer rate = Typgmix— Tin
C, = pressure coefficient q@" = heat transfer rate per ATpen = Mean temperature rise
g(x™) = integrating kernel of Sel- unit area above inlet temperature
. lars et al. S = center-to-center spacing Tmix = thermal mixing efficiency
g* = two-dimensional super- of cubes p = density
position kernel function T = temperature
h = heat transfer coefficient V = channel inlet velocity Subscripts
H = channel height x* = dimensionless distance of ad = adiabatic
i, j = row and column Sellars et al. conv = convective
counters AT, , = adiabatic temperature e = element or module
k = thermal conductivity rise above inlet tempera- in = inlet
m = mass flow rate ture without mixing de- mean = bulk mean
m, n = column and row number vice = Tp0 — Ty w = wall
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The general definition of the heat transfer coefficient is

q' "
— conv
h ( Te - Tref) (5)

”

In this equation g

unit area, 7T, is the component temperature, and T, is some
reference temperature. There are several options for T,.;. Two
commonly used values for T, in channel flows are the bulk
mean temperature, Tp..., and the adiabatic surface tempera-
ture, T,4. The adiabatic temperature has been used to account
for viscous dissipation heating in high-velocity heat transfer,
and in boundary layers with film cooling, and other ‘‘three-
temperature’’ situations. Use of the adiabatic component tem-
perature results in a considerable simplification of the heat
transfer description of those situations. For the present situ-
ation the adiabatic heat transfer coefficient is defined as

is the convective heat transfer rate per

q'l/
Pog=—lsony__ 6
T To ©

Investigators who publish heat transfer coefficient data in
the electronics cooling literature almost always report values
of the adiabatic heat transfer coefficient without specifying it
as the adiabatic heat transfer coefficient. Any experiment that
heats only one component at a time implicitly measures the
adiabatic heat transfer coefficient. In such experiments, the
inlet, mean, and adiabatic temperatures are the same so there
is no question as to the value of the reference temperature.
Similarly, an experiment that coats one component at a time
with naphthalene also measures the adiabatic heat transfer
coefficient since the flow approaching the naphthalene spec-
imen is uniform in composition. For components in the first
row of an array, the adiabatic heat transfer coefficient and
the mean heat transfer coefficient are the same so long as no
heat conduction or radiation acts between the components and
its surroundings and the inlet air temperature is uniform (see
Moffat and Anderson, 1990, for further discussion of the
adiabatic heat transfer coefficient).

One might ask, why not use a heat transfer coefficient based
on a mean temperature? The answer is that A, is a function
of the heat transfer distribution. Its value changes when the
array thermal distribution changes. The adiabatic heat transfer
coefficient is the only heat transfer descriptor that is inde-
pendent of the thermal distribution because it is a local heat
transfer descriptor. It may seem easier to use fA,c., because the
reference temperature is easy to deduce, but the value of Acqn
is dependent on the thermal distribution. The adiabatic heat
transfer coefficient, 4,4, is not dependent on the upstream
heating pattern or on the local heat transfer rate. Those effects
are taken into account by the adiabatic temperature. (For fur-
ther discussion of this issue see Anderson and Moffat, 1990,
or Moffat and Anderson, 1990.)

Returning now to equation (4), to calculate the temperature
rise on a module, the adiabatic heat transfer coefficient can
be used to calculate the local temperature rise, (T, — Tug) nm»
and the superposition kernel function can be used to calculate
the adiabatic temperature rise, (Tyg — i) nm-

The SKF, g* (n—i, m—j), can be determined from equation
(4). It is the ratio of the adiabatic temperature rise to the mean
temperature rise at component (#, m), due to heating com-
ponent (7, )

( Tad _ Tin)n— pm—j
(Tmean - Tin)n —im—j

Figure 2 shows superposition kernel functions measured in
the same column as the heated module, i.e., g* (n — i, 0), versus
row number for several typical configurations. In these cases,
the centermost module in the first row (i.e., i = 1) was heated
and the adiabatic temperature was measured on the centermost

g*(n—i,m-j)= Q]
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Fig. 2 Superposition kernel function in a typical electronics cooling
situation

module in each downstream row (i.e., n = 2-9). The mean
temperature was calculated from a global energy balance:

— qtot, upstream
Tean=Tin+— ®
nic, D

In this equation @, upstream 1S the total upstream convective
heat transfer rate (in this case only one module was heated so
the total upstream heat transfer rate is equal to that released
on that module), m is the mass flow rate in the channel and
¢, is the specific heat of air. The value of g*(n—i, 0) was
calculated from equation (7) using the measured values of T,
and T,,, and the calculated value of T ,,.

The figure shows g*(n—i, 0) for three different configura-
tions: (1) H/B = 4.6, V = 6.2 m/s; (2) H/B = 2.25, V =
6.2 m/s; and (3) H/B = 2.25, V = 3.0 m/s. The value of
g*(n—1i, 0) peaks in the first row downstream of the heated
component and then decreases exponentially. The small amount
of thermal mixing immediately downstream of the heated mod-
ule leads to an adiabatic temperature rise greater than the mean
temperature rise and results in a large value of g*(n—i, 0).
More mixing occurs downstream, due to the wakes of the
components, and the adiabatic temperature decreases.

Changing the channel spacing has a greater effect on the
superposition kernel function than changing the velocity. The
figure shows that g*(n — i, 0) is independent of velocity for the
range tested, but g* (n — i, 0) changes significantly with channel
spacing. For a large channel spacing (with fixed cube height)
a significant bypass region exists and the bulk of the inlet flow
bypasses the array of components. This results in a large value
of g*(n—1i, 0).

Returning to the calculation of the overall temperature rise,
the overall component temperature rise can be written in terms
of the adiabatic heat transfer coefficient and the SKF

(Te” Tin)n,m = (Tad_ Tin)n, m + (Te_ Tad)n, m
M n-1 . B .
=YY Bogn-iym—jy + T
=1 i=1 mc, had,n,mA

J

®

This equation can be compared to the equations for the
temperature rise in terms of a heat transfer coefficient based
on the mean temperature

(Te’“ Tin)n,m = (Tmean“ Tin)n, m Tt (Te_

Tmean ) n,m

9n,m

M q
z: iy

= =l 4 M 10
P i ”ch ”mean,n,mA ( )
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Fig. 3 Adiabatic temperature rise compared to the mean temperature
tise in a typical electronics cooling situation

The difference between equations (9) and (10) is important.
Equation (10) indicates that the only way to decrease the overall
temperature rise, for fixed g, , is to increase Ayey,. The usual
approach to increasing the heat transfer coefficient is to pro-
mote turbulence or increase the Reynolds number. From equa-
tion (9) it is clear that there are actually two ways to decrease
the overall temperature. Increasing the adiabatic heat transfer
coefficient will reduce the component temperature as will de-
creasing the superposition kernel function (i.e., bring the adi-
abatic component temperature closer to the mean temperature).

Equation (10) conceals the fact that two mechanisms act to
set the component temperature and provides no guidance as
to the best way to reduce the operating temperature. Separating
the two terms as in equation (9) allows a more precise descrip-
tion of the heat transfer process. The first term characterizes
the performance of the individual component, and the second
term represents the cumulative effects of upstream compo-
nents. Reducing these upstream effects with low pressure drop
thermal mixing devices will result in a lower overall temperature
rise.

Figure 3 compares the adiabatic temperature rise to the mean
temperature rise for a uniformly heated column of compo-
nents. The channel spacing to block height ratio H/B is 2.25,
the inlet velocity is 3.0 m/s, and the convective heat transfer
rate is 3.0 W per component. This situation was used to test
the ideal of using thermal mixing to decrease the adiabatic
temperature rise. The adiabatic temperature rise is 13.5°C in
the last row, while the mean temperature rise is only 7°C. If
the air were perfectly mixed, the overall temperature rise would
drop 6.5°C. :

A perfect mixing device would reduce the adiabatic tem-
perature to the same value as the mean temperature. The mixing
efficiency, 7., is defined as

. :ATad, o ATad, mix
e A Tad, o A Tmean

where AT, ; , = Ty, 0 — Tin is the adiabatic temperature rise
with no mixing device and ATy mix = Tuu mix — Lin is the
adiabatic temperature rise when the mixing device is in place.
The mixing device decreases T,; — T;,. A perfect mixing device
would lower the AT, to AT ean yielding a mixing efficiency
of 1.0,

To investigate this mechanism, a set of ‘‘scoops’” was in-
stalled behind the components in the first row (see Fig. 4) and
the resulting heat transfer performance was compared to the
unscooped case. The scoops were attached to the base board
between rows one and two and extended approximately 0.25
cm beyond the component sides and top.

an
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Fig. 5 Schematic of overall test facility

Experimental Apparatus

Figures 4 and 5 illustrate the test channel and the overall
test facility. The test plate was a smooth, adiabatic surface,
35 cm wide by 45 cm long, made of 0.95-cm-thick planks of
balsa wood epoxied on a 0.44-cm-thick piece of plexiglass. The
test array consisted of eighty 1.27 cm aluminum cubes mounted
on the balsa wood surface in a regular in-line pattern (ten rows
of eight components). The center-to-center spacing of the cubes
was 3.81 cm, for a spacing to block-height ratio, S/B, of 3.
The upstream edge of the first row of components was 10.2
cm from the leading edge of the plate. Each cube contained
a 100 ohm resistance heater and a type-K thermocouple for
temperature sensing. A blower operating in suction mode pro-
vided air flow with a turbulence level of 1-1.5 percent at the
channel inlet.

The experiment was controlled and data acquired with a
DEC-MINC PDP-11/03 based computer system interfaced to
HP-3497 based peripherals. For a more detailed description
of the apparatus and the data-acquisition and control system
see Ortega and Moffat (1986).

FEBRUARY 1991, Vol. 113/ 59

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T | R T ' f ' I
125 = pypo22s, ve62msQ=5W —]
- o & 3
10.0 ¢ =@ 7
B < * SCOOPS 4
) H ° ]
5 r NOSCOOPS & - g .
® 75 © p
= C . ]
L [ ]
EOf . v 7
50 o v e
- v ]

r v
I © . v Tovean ™ Tin 1
25— a v =
L v 7
r "o ]

0 C & * Y I t t | i 1 1 1
2 4 6 8 10
SCOOP
LOCATION ROW NUMBER

Fig. 6 Comparison of the adiabatic temperature rise with and without
mixing devices for H/B = 2.25 and V = 6.2 m/s
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Fig. 7 Comparison of the adiabatic temperature rise with and without
mixing devices for H/B = 2.25 and V = 3.0 m/s

Procedure

The thermal mixing effect of the scoops was studied for two
channel velocities (V' = 3.0 and 6.7 m/s) and a channel to
cube height ratio, H/B, of 2.25. For each of the ten rows in
turn, the centermost component was heated and the down-
stream component temperatures measured. The two-dimen-
sional kernel functions, g*, calculated from these measured
temperatures, constitute the direct data from the experiment.
To compare the results with and without scoops, the measured
g* were used to calculate the temperatures for a uniformly
heated column of components.

The mean temperature was calculated from the convective
heat transfer and the mass flow rate in the component lane
(i.e., m = pVA e, Where A = HS, and S is the cube center-
to-center spacing). The velocity was measured at the channel
center line 5 cm upstream of the first row of components. The
flow entering the array was ‘‘laminar’’ in its general features
with a free-stream turbulence intensity of 0.5-1.5 percent.

The convective heat transfer rate was determined from the
measured power input, corrected for radiation and conduction
losses. Uncertainty analysis showed that the nth-order uncer-
tainty (Moffat, 1982) in the superposition kernel function var-
ied from about +5 percent, one row downstream of the heated
component, to =15 percent, nine rows downstream, The un-
certainty in the adiabatic temperature rise was £0.2to +0.7°C
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Fig. 9 Comparison of the cumulative two-dimensional superposition
kernel function with and without mixing devices for H/B = 2.25, V =
3.0 m/s

(under =5 percent). The uncertainty in the overall temperature
rise was less than =2 °C (under +3 percent) and the uncer-
tainty in the adiabatic heat transfer coefficient is less than
+3.5 percent. The uncertainties are quoted at 20 to 1 odds.
The uncertainty in the calculated temperatures is higher than
the directly measured temperature, which had uncertainties of
about +£0.1 °C. (For more information about the uncertainty
analysis, see Anderson and Moffat, 1990.)

Results and Discussion

Figures 6 and 7 shows the adiabatic temperature rise versus
row number for H/B = 2.25 and two velocities, V = 6.2 (Fig.
6), and ¥V = 3.0 m/s (Fig. 7) for a uniformly heated column
of components (Q.ony = 5.0 W/module for the higher velocity
and Q.,.y 3.0 W/module for the lower velocity). These data
represent that part of the component temperature rise due to
upstream effects. Examining Fig. 6, we see that on row 2, the
adiabatic temperature rise with no mixing enhancement is about
3.5°C, due to the thermal wake from the component in row
one. The adiabatic temperature rise on the tenth row is about
11.5°C and is the sum of the effects of the thermal wakes from
the components in rows 1-9.

The figures compare the adiabatic temperature rise with and
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Fig. 11 Comparison of the component temperature rise with and with-
out mixing devices for H/B = 2.25 and V = 6.2 mi/s

without scoops. It is important to keep in mind that scoops
were placed only behind row one as indicated by the arrow
and only one component in each row was heated. For both
velocities shown, the scoops reduced the adiabatic temperature
rise about 50 percent one row downstream of the scoop location
and as much as 55 percent two rows downstream of the scoop.
Figure 7 shows that on the second row downstream of the
scoops (row 3) the adiabatic temperature rise drops from 7.5°C
to 3°C. After eight or nine rows downstream of the scoop,
the reduction effects drops to 10 percent. The figures also show
the mean temperature rise as calculated from equation (8). For
constant heat flux, the mean temperature rises linearly, and
represents the limiting value of the adiabatic temperature for
perfect mixing.

Figures 8 and 9 show the ratio of the adiabatic temperature
rise to the mean temperature rise in the center column when
the center component in each upstream row is heated. In this
situation, the scoops have increased mixing and decreased the
cumulative g* by up to 50 percent (this is described as the
cumulative g* because the center component in each and every
upstream row was heated). Figure 10 shows the thermal mixing
efficiency as defined in equation (11). For the particular type
of mixing device used, the maximum efficiency is about 67
percent two rows downstream of the scoops. The downstream
decay in 5, is approximately 9 percent per row. ,

The decrease in the adiabatic temperature rise of about 50
percent results in a reduction in overall temperature rise. Fig-
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Fig. 12 Comparison of the component temperature rise with and with-
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Fig. 13 Comparison of the adiabatic heat transfer coefficient with and
without scoops for H/B = 2.25

ures 11 (V' = 6.2m/s)and 12(V = 3.0 m/s) show the reduction
in component temperature rise caused by the scoops. As a
consequence of placing the scoops in the channel the adiabatic
heat transfer coefficient (see Fig. 13) also increased somewhat.
The adiabatic heat transfer coefficient increased slightly on
row 1 due to changes in the flow field on the back face of the
cube caused by the scoop. The scoops increase 4, for a few
rows but the effect dies out by the fourth row. The cumulative
effect of increasing A,, and decreasing g* decreases the total
component temperature rise by 19 percent in the row just
downstream of the scoops.

We determined the pressure drop penalty incurred by the
presence of the scoops by measuring the pressure coefficient
defined as

C = Ptot, upstream ™ Psta, downstream

P 1/20V2

The inlet pressure was measured approximately 5 cm up-
stream of the first row of modules, and the static downstream
pressure was measured after the sixth row of modules. The
test section pressure coefficient increased 11 percent when the
scoops were in place. The scoops were not optimized for min-
imum pressure drop, so these results are judged quite prom-
ising. The drag coefficient is less important when scoops are
used for thermal mixing than when they are used to increase
the turbulence level, since the thermal scoops work mainly on
low-momentum fluid.

(12)
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Conclusion

Use of the adiabatic heat transfer coefficient allows the
temperature rise of a component to be described as the sum
of two terms; the self-heating temperature rise due to internal
heating, and the adiabatic temperature rise due to the thermal
wake effect of upstream heated components. This separation
opens the way for a new approach to temperature control,
since the adiabatic temperature rise often comprises a signif-
icant portion of the overall temperature rise. Thermal mixing
can reduce the adiabatic temperature rise for a lower pressure
drop penalty than would be incurred by increasing the heat
transfer coefficient with turbulence promoters. This study
demonstrates that thermal mixing enhancement aimed at de-
creasing the temperature nonuniformities in the channel can
significantly reduce component temperatures. A demonstra-
tion experiment yielded a 50 percent reduction in the adiabatic
temperature rise, which contributed to a 19 percent reduction
in the overall temperature rise of electronic components in
forced convection.
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Regional Heat Transfer in Two-
Pass and Three-Pass Passages
With 180-deg Sharp Turns

The heat transfer distributions for flow passing through two-pass (one-turn) and
three-pass (two-turn) passages with 180-deg sharp turns are studied by using the
analogous naphthalene mass transfer technique. Both passages have square cross
section and length-to-height ratio of 8. The passage surface, including top wall, side
walls, and partition walls, is divided into 26 segments for the two-pass passage and
40 segments for the three-pass passage. Mass transfer results are presented for each
segment along with regional and overall averages. The very nonuniform mass
transfer coefficients measured around a sharp 180-deg turn exhibit the effects of
Sflow separation, reattachment, and impingement, in addition to secondary flows.
Results for the three-pass passage indicate that heat transfer characteristics around
the second turn are virtually the same as those around the first turn. This may imply
that, in a multiple-pass passage, heat transfer at the first turn has already reached
the thermally developed (periodic) condition. Quver the entire two-pass passage, the
heat transfer enhancement induced by the single-turn is about 45 to 65 percent of the
Sully developed values in a straight channel. Such a heat transfer enhancement
decreases with an increase in Reynolds number. In addition, overall heat transfer of
the three-pass passage is approximately 15 percent higher than that of the two-pass
one. This 15 percent increase appears to be Reynolds number independent. The
pressure loss induced by the sharp turns is found to be very significant. Within the
present testing range, the pressure loss coefficient for both passages is Reynolds
number dependent.

M. K. Chyu

Department of Mechanical Engineering,
Carnegie Mellon University,
Pittsburgh, PA 15213

Introduction

In current and advanced turbine engines, to accommodate
higher turbine inlet temperatures and still maintain the metal
temperatures below acceptable limits, cooling of turbine
blades and vanes becomes essential. One cooling method, the
so-called internal cooling or convective cooling, is to introduce
the coolant air from the compressor through the hub section
into the blade interior, and then discharge it out of the blade
trailing edge. Inside the blade, the coolant often flows through
a complicated serpentine passage that comprises several chan-
nels aligned with the airfoil spanwise direction and is con-
nected by a 180-deg bend between any two adjacent channels.
Figure 1 shows a schematic view of a typical internally cooled
blade. Frequently, the passage surface is roughened with ribs
to enhance the convective heat transfer.

As can be seen from the bend geometry shown in Fig. 1, the
main coolant flow turns sharply with an extremely small
radius of curvature at the bend. The inner-turn radius is deter-
mined by the thickness of the thin partition wall that divides
two neighboring channels. As a result of this sharp turn, flow
separates from the tip region of the partition wall followed by
a recirculating region immediately adjacent to the partition
wall after the turn. The fundamental aspects of such a flow
separation phenomenon are very complex. This, in part, is
because the aspect ratios of channel cross sections are gener-
ally small, typically on the order of unity. Moreover, as is
always the case, the passage cross section differs between
channels (along the chordwise direction). Depending on
blading geometry, the cross section may even vary along the
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mainstream flow (radial) direction. It is also possible that
strong interactions between two consecutive turns exist for
short channels.

Turning flow and heat transfer in different channel cross-
sectional geometries have been actively investigated in the past
{Mori and Nakayama, 1967, 1971; Cheng and Akiyama, 1970;
Patankar et al., 1975; Humphrey et al., 1981). These in-
vestigations studied the turning-induced secondary flow fields
and their effects on heat transfer and head loss. As a contrast
to the sharp 180-deg bends, most of the studies focused on
geometries with constant curvature, and the radii of curvature
are large compared to the hydraulic diameter of the channel.
For these geometries, the effects of flow separation, if any, are
insignificant. Results obtained from these studies can only
provide little information and are often inadequate for turbine
designs.

Research efforts for sharp 180-deg turning flow and heat
transfer with direct applications to blade internal cooling
began in 1984. Geometrically, all studies used a two-pass
model (see Fig. 2) having two straight rectangular channels
connected by a 180-deg turn in between. Metzger and co-
workers (Metzger et al., 1984, 1988; Metzger and Sahm, 1986;
Fan and Metzger, 1987) have published a series of studies on
flow visualizations, pressure measurements, and ‘‘regionally
local’’ heat transfer characteristics for a large family of
smooth and rough channels. The geometric parameters in-
vestigated are the passage aspect ratios both before and after
the turn, the gap size between the tip of the partition wall and
the outer wall at the turn, the two outer-corner radii, and the
rib roughness arrangement. Boyle (1984) reported the distribu-
tion of heat transfer coefficient along the centerline of channel
span for both rough and smooth surfaces. Han et al. (1988)
presented a study similar to Boyle’s work (1984), with more
detailed local measurements but only for rectangular turns.
Murthy and Chyu (1987) numerically modeled the laminar
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Fig. 1 Blade cooling passage

flow and heat transfer with passage rotation. Wagner et al.
(1986) experimentally investigated the rotational effects on
regional heat transfer in an engine-scale passage.

As mentioned earlier, all previous studies have used test
models to simulate the two-pass (one-turn) cooling passages.
However, as shown in Fig. 1, the cooling passage in an actual
turbine blade may have more than one single bend ahead of
the pedestal section near the blade trailing edge. As the
coolant proceeds to the downstream channels, the flow bulk
temperature increases and the rate of heat transfer decreases
accordingly. In the Ilimiting case, the heat transfer
characteristics approach the thermally developed (periodic)
condition somewhere downstream provided that the passage is
long enough and/or consists of a sufficient number of chan-
nels and bends. Under this condition, the heat transfer coeffi-
cient, as usually defined for channel flow, is expected to repeat
its value at the corresponding locations between coolant
passes. With this general concept in mind, it is valuable to
observe the variation of heat transfer coefficient for a cooling
passage involving more than just one turn. The primary objec-

tive of the present study is to investigate the distributions of
heat transfer coefficient experimentally for turbulent flow
through two-pass and three-pass square channels.

The experimental method used in- this study is the
naphthalene mass transfer technique. The entire passage sur-
face is divided into a predetermined number of small regions
and segments. The locally regional transfer coefficient is
determined by individually weighing the sublimed mass loss of
each segment before and after a test run. Results obtained
from the mass transfer experiment can be transformed into
their heat transfer counterparts by invoking a well-developed
analogy between heat transfer and mass transfer (Eckert,
1976). The advantage of using a mass transfer technique is
twofold. First, it offers an extremely high degree of data ac-
curacy; this, in part, is achieved by utilizing a high-precision,
electronic weighing device. Second, the boundary is analogous
to an ideal isothermal condition, and a perfect ‘“mass insula-
tion”” between any two adjacent surfaces can be managed
easily.

Experimental Methods and Apparatus

The primary design requirement of the test rig is that the en-
tire channel inner-wall must be a continuous mass transfer ac-
tive surface and have easy accessibility for the mass transfer
measurements. Figure 2 shows schematic sketches of both
two-pass and three-pass test channels (with top wall removed).
The test channels for both cases are 203.2 mm long and 25.4
mm square in cross section. This gives a channel length-to-
height ratio of 8. The partition tip-to-outer wall clearance is
maintained constant for all cases at 25.4 mm, equal to the
channel height or width.

The test channel walls are assembled from a number of
aluminum-plate segments with naphthalene coated on one of
the surfaces of each segment. There are 26 plate segments for
the two-pass model, and 40 for the three-pass one. These
plates are grouped into eight regions for the two-pass and 12
for the three-pass model, respectively. Figure 3 shows the
labeling order of the plate segments for both models. The
orientation of ‘‘left’’ and “‘right”’ is chosen as one follows the
mainstream direction passing through the entire passage. The
plate segments having the same labeling number form a
region, and the region is labeled by the same number as that of
the constituent plates. An additional plate is assigned in each
of the turning regions, and it is labeled using a ““T”’ (mmeaning
turning) preceded by the corresponding region number, e.g.,
4T, ST, 8T, etc. Note that for both passage models, only the

Nomenclature

Sh = segment mass transfer Sher-
D = passage height =25.4 mm in . wood number
present study m; = mass transfer per unit time Sh = regional average mass
D = diffusion coefficient for per unit area from segment j transfer Sherwood number
naphthalene-to-air mass M; = mass transfer per unit time Sh, fully developed mass transfer
transfer from region j Sherwood number
f = pressure drop coefficient, see Nu = heat transfer Nusselt number T, wall temperature
equation (9) Nu, = fully developed heat transfer T, bulk mean-flow temperature
f, = friction factor for fully Nusselt number U average air velocity
developed turbulent duct p = pressure . W = passage width=25.4 mm in
flow Pr = Prandtl number present study
h = heat transfer coefficient @ = volumetric air flow rate v kinematic viscosity
h, = naphthalene mass transfer g = heat flux from wall p fluid density
coefficient Re = Reynolds number based on Po,w vapor mass concentration or
k = thermal conductivity of fluid passage width and mean density of naphthalene at
L = passage length=203.2 mm in velocity wall
present study Sc¢ = Schmidt number =2.5 for Pyy vapor mass concentration or
L, = passage-centerline total naphthalene-to-air mass density of naphthalene in
length transfer bulk mean flow for region j
64 | Vol. 113, FEBRUARY 1991 Transactions of the ASME
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Fig. 2(b) Three-pass model

Fig. 2 Test models

top and all the side walls (including partition walls) are
assembled by the separate segments. The bottom wall is a
single, inseparable plate coated with naphthalene. Assuming
that the mass transfer from the top and bottom walls is the
same, only the mass transfer on the top wall is measured.
The bottom wall, a 114.3-mm-wide, 215.9-mm-long, and
12.7-mm-thick aluminum plate, is the base for test channel
construction. All the side-wall segments (18 for two-pass and
28 for three-pass) are screw-mounted vertically to the bottom
wall; then the top-wall segments are attached atop the side
walls. These plate segments are all 6,35 mm thick and 25.4 mm
wide, and their spans of active mass transfer vary slightly
depending on location. Except for the segments near partition
tip and turning outer walls, the size of mass transfer active
region for the side-wall segments is 50.8 mm long. Segments
forming the partition tip regions (e.g., right plate 4 and 5) are
one-half this size, 25.4 mm in length. Of the outer-wall
segments, the ones at a turn (e.g., 4T and 5T), are longer than
those of the partition tip but shorter than the straight sections,
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Fig. 3 Segment and region labeling

31.75 mm. Except for those at a turn, the top-plate segments
have mass transfer area identical to that of the side walls. At-
turn top segments, e.g., plates 4 and 5, are slightly larger
because of additional area involved at a turning region, as Fig,
3 shows. Each partition wall is assembled by attaching two
side-wall segments back-to-back, and thus its thickness is 12.7
mm.

An experiment starts with the preparation of mass transfer
surfaces. A naphthalene surface is made by casting nearly
boiling, molten naphthalene into an approximately 2 mm
recession on one of the surfaces of an aluminum test plate.
After casting, the naphthalene-coated plates are stored in a
tightly sealed plastic box in the testing room for at least 15
hours before an actual test run. This ensures an attainment of
thermal equilibrium with the surrounding air. The vapor con-
centration of naphthalene, which is the primary driving poten-
tial of the present mass transfer process, is very sensitive to the
temperature variation. Thus, an isothermal system throughout
the entire test is highly desirable. The present experiment is
performed in a very well air-conditioned laboratory.

Before a test run, all segments are separately weighed and
assembled to form the passage. Two aluminum-made exten-
sion ducts, having the same cross section as the passage, are
connected to the inlet and outlet of the assembled passage,
respectively. The length of the extension channel upstream to
the assembled passage is 15 times the passage height, and the
downstream one is relatively shorter, only 5 times. To settle
the flow prior to its entry to the test section, a plenum, which
contains a series of screens, is located immediately ahead of
the extension duct upstream. The weighing device used is an

FEBRUARY 1991, Vol. 113/ 65
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electronic balance having an accuracy of 1072 mg and a 166 g
range (Sartorius 2004MP). Having completed the passage
assembly, a compressed airstream is induced to flow through
the passage for approximately 30 minutes. Naphthalene
coated on the passage walls sublimes as it is exposed to the air.
Measurements of the air flow rate use an ASME standard
orifice meter installed far upstream to'the test section. The
flow rate is varied by a control valve located farther upstream
from the orifice. This, in turn, gives the desired Reynolds
numbers. The Reynolds number, ranging from 2x10% to
7.4 x 104 in the present study, is defined as Re= UD/», where
U is the mean velocity in the passage.

During the test run, temperature on the passage walls is
recorded every 2 minutes by readings from three ther-
mocouples embedded in the naphthalene layer of the bottom
plate. The differences among these three thermocouple
readings are within 0.1°C for all the tests. The average of these
three temperatures is used as the value to evaluate the at-wall
naphthalene vapor concentration for the entire passage. After
the test, the passage is disassembled and each plate is weighed
again. As aluminum is inert to the mass transfer process, the
weight difference for each individual plate segment gives the
amount of naphthalene mass sublimed during the test period.
The mean loss of each segment is approximately 30 mg.

As an auxiliary study, pressure loss across the entire passage
is determined by the difference of static pressure between the
passage inlet and exit. At both ends of the test channel, a flush
pressure tap is installed at the center of the channel top wall.
An inclined manometer connected to these two pressure taps
gives the readings of static pressure differential across the en-
tire channel.

Data Reduction and Heat/Mass Transfer Analogy

The mass transfer coefficient A, and its dimensionless
counterpart, the Sherwood number Sh, are evaluated at each
segment in the passage. Thus, #,, in this case representing the
per-segment, area-averaged mass transfer coefficient, is de-
fined as

Ry =1/ {0y —0p,) O
where m; is the mass of naphthalene sublimed per unit area
per unit time from a particular segment /, p, ,, is naphthalene
vapor concentration at the wall, and p,,; is the bulk concentra-
tion of naphthalene vapor at segment j. Equation (1) cor-
responds to the conventional definition of heat transfer coeffi-
cient A

h=q/(T,—T,) )

where g is the heat transfer per unit area per unit time, 7', and
T, are the wall temperature and bulk mean-flow temperature,
respectively.

The mass transfer is driven by the difference between the
naphthalene vapor concentrations at the wall and in the bulk,
analogous to the wall-to-bulk temperature difference for heat
transfer. The value of p,, is determined from the measured
surface temperature by using the relation between the vapor
pressure and temperature for naphthalene (Ambrose et al.,
1975) in conjunction with the perfect gas law. Note that p, , is
the same for all segments in the present study. Detailed
calculation of p, ,, is given by Chyu (1986). To evaluate p,, it
is necessary to note the increase in bulk concentration of
naphthalene vapor between the inlet and outlet of a region j

Apr = A’[j/ Q (3)
where M is the mass transfer per unit time from all surfaces
surrounding this region, and Q is volumetric air flow rate,

Since the air at the inlet of the passage is free of naphthalene,
it leads to
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Jj—1
pp;= 3 M,/Q @
1

The dimensionless per-segment mass transfer coefficient,
Sherwood number (Sh), is defined as

Sh=h,D/D (5)

The diffusion coefficient » for the naphthalene-to-air mass
transfer system is evaluated from the Schmidt number
Sc=p/D =25, where » is the kinematic viscosity of air. By
analogy, the Sherwood number corresponds to the Nusselt
number Nu = hD/k for heat transfer, where k is the flow ther-
mal conductivity. The experimental uncertainty of Sh, using
the method of Kline and McKlintock (1953), is estimated at 4
percent, and the repeatability is about the same magnitude.

Results and Discussion

The mass transfer results presented here use the ratio
Sh/Sh,, where Sh, is the value of Sherwood number under the
fully developed condition in a straight channel without bends.
The ratio represents the mass transfer enhancement caused by
flow turning. The value of Sh, is obtained from its heat
transfer counterpart—the Nusselt number for turbulent flow
in a thermally developed straight channel (Kays and
Crawford, 1980), Nu,; i.e.,

Nu, =0.023 Re%8Pr04 (6)
By analogy,
Sh, =0.023 Re%8Sc04 @)

where Sc=2.5 as previously mentioned. In addition, it is
reasonable to assume that the turning effects on heat and mass
transfer are exclusively hydrodynamic; this implies

Sh/Sh, =Nu/Nu, ®)

Hence, the ordinates of Figs. 4-6 have a dual label, i.e.,
Sh/Sh, and Nu/Nu,.

Figure 4 shows the segment-by-segment mass transfer
results for the two-pass, one-turn passage. Figure 5 shows the
corresponding regional mass transfer results. The regional
mass transfer Sherwood number, Sh, is the area-averaged Sh
for all the constituent segments in the region (see Fig. 3). For
comparison, the corresponding heat transfer results reported
by Fan and Metzger (1987) are also shown in Fig. 5. Note that
the passage geometry and the segment (region) arrangement in
their study are considerably different from the present setup.
Their passage has a shorter passage length (L/D=35), a rec-
tangular cross section (i.e., W/D#1), and an unheated parti-
tioned wall. Moreover, the entire two-pass passage is divided
into five regions, while the current study is divided into eight
regions. Thus, to facilitate a sensible comparison, the region
numbers for their data are approximately scaled and
transformed to the present labeling system. The comparison in
Fig. S, particularly in the regions before and at the turn, shows
a very favorable agreement between the two studies. The
deviation in the post-turn region is largely attributable to the
difference in the passage geometry.

For three different Reynolds numbers Re=2x 104,
3.3x 10%, and 7.4x10*, Sh/Sh, shown in Fig. 4 displays a
nearly identical distribution, and its magnitudes among the
corresponding segments are very comparable. The values of
Sh for the first three segments are all above the corresponding
fully developed values, with side-wall and top-wall values
nearly equal. Sh/Sh, decreases as flow proceeds
downstream—a clear indication of thermally developing
regime existing in this part of the passage, as expected. The
proximity of segment 3 values to fully developed counterparts,
within approximately 10 percent, implies that the flow is close
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Fig. 4 Segment-by-segment mass transfer for two-pass passage

to thermally developed condition near the end of region 3.
Significant turning effects on the mass transfer begin to
show in region 4; regional Sh/Sh, is about 30 percent higher
than that of region 3, as Fig. 5 shows. Nevertheless, the
degrees of increase among different plate segments are dif-
ferent. In Fig. 4, for all the Reynolds numbers tested, Sh/Sh,
of segment 4 has the lowest value on the left (outer) plate and
the highest on the right (inner) plate. Sh/Sh, on the top plates
is quite close to, but always slightly higher than, that of the
left plate. The low heat transfer on the outer wall near a bend
inlet has also been reported in earlier studies (Metzger and
Sahm, 1986; Fan and Metzger, 1987). As flow proceeds far-
ther into the turn region (plates 4T, 5T, and 5 in Fig. 4), seg-
ment Sh on the left wall rises sharply, about twice as much as
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the fully developed values. This is virtually the case for the
right and top walls in region 5; nevertheless, their Sh/Sh,
values are always lower than those on the left walls. In
general, region 5 has the highest value of regional Sh/Sh,, as
shown in Fig. 5. However, the corresponding Sh/Sh,, values in
region 6 are very comparable or even higher. Flow patterns in
region 6 considered to be in the ‘‘post-turn’’ regime are very
complex and strongly geometry dependent (Metzger et al.,
1984). These also produce very nonuniform variations of
Sh/Sh, among segments constituting this region. An in-
teresting observation is that while the left-wall Sh/Sh, declines
significantly from region 5 to region 6, the corresponding
Sh/Sh, on the right wall either increases slightly or remains
constant. Mass transfer on the top plate generally behaves
similarly to that of the right plate. The post-sharp-turn flow
separation and reattachment are largely responsible for the
mass transfer behavior in these regions. Downstream from
region 6, where the turn effect diminishes, Sh/Sh, decreases
progressively along the streamwise direction, as does the cir-
cumferential Sh/Sh, difference. The value of Sh/Sh, on the
last segment, segment 8, of the present two-pass model is ap-
proximately 1.5. If the overall mass/heat transfer of the entire
passage is of concern, an integration of regional data shown in
Fig. 5 gives an augmentation measure with the bend as com-
pared to the fully developed conditions. The integrated
Sh/Sh, results are 1.64, 1.54, and 1.46 for Re=2Xx10%,
3.3x 104, and 7.4 X 10*, respectively. The augmentation effect
decreases as the Reynolds number increases.

The increase as well as the nonuniform regional distribu-
tions in mass transfer, in part, is attributable to the secondary
flow induced by the bend. The flow structure in a curved chan-
nel is primarily controlled by local imbalance between cen-
trifugal forces and pressure gradients. For cases with relatively
large radii of curvature and without flow separation, the
secondary flow is commonly seen in a double-cellular pattern,
which consists of a radially inward flow both near the top and
the bottom walls, and a radially outward flow along the chan-
nel center plan (Mori and Nakayama, 1971; Humphrey et al.,
1981). The migration of relatively low-momentum fluid
caused by this secondary flow distorts the main (axial) flow
field; the velocity maximum shifts to the outside of the bend.
The degree of main flow distortion is largely determined by
the Reynolds number and radii of curvature. With a higher
near-wall velocity gradient, the outer wall thus produces a
higher shear stress than the inner wall. In addition, the stream-
wise turbulence intensity near the outer wall is also higher than
that near the inner wall. Accordingly, heat transfer is higher
on the outer wall than on the inner wall.

Flow fields associated with the present sharp-bend geometry
are expected to be more complex than that described above.
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The complexity is mainly due to the combined effects of ex-
tremely small inner-wall radius of curvatures, sharp-turn
enveloped outer wall, and separated flow regions existing in
the bend. In region 4 where the bend begins, the main flow is
expected to separate from the outer wall in order to proceed
the turning. As a result, a recirculating region exists in the far
corner of the outer wall. This is considered to be responsible
for the relatively lower mass transfer shown on the left plate 4
in Fig. 4. As for the inner (right) plate near the tip region of
partition wall, the detailed physics causing a high mass
transfer is rather obscure. From the inviscid consideration, the
inner flow accelerates near the partition tip before the strong
turning, and the velocity peak shifts toward the inside.
However, according to earlier studies with a mildly curved
180-deg, U-shaped turn (Johnson and Launder, 1985), a
reduction of heat transfer as well as turbulence intensity on the
inner wall is expected. Thus, a general concept to describe
inner-wall heat transfer behavior such as this appears to be un-
suitable for the present case. This is also true for the heat
transfer near the tip region on the other side of partition wall
(right-plate 5).

The high values of Sh/Sh, existing on plates 4T, 5T, and
left-plate 5 are typical representatives of the outer-wall
characteristics for a well-developed curved flow. According to
Metzger and Sahm (1986), among many parameters, the gap

size between the partition tip and the outer wall has the:

greatest influence on the heat transfer characteristics in this
region. This is particularly true for left plate 5. The gap size
associated with the main flow Reynolds number determines
the strength of the jetlike flow initiated at the gap, and such a
flow impinges on the upstream portion of left plate 5. The
high pressure present in this jet-impinged, stagnation region
then pushes the fluid toward thinner wall and further
downstream. To a certain extent, a narrower gap results in a
stronger jet impingement which, in turn, produces a higher
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Fig. 6 Segment-by-segment mass transfer for three-pass passage
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Fig. 7 Regional average mass transfer for three-pass passage

heat transfer on the impinged plate. The present study uses a
fixed gap size which is equal to the channel width for all test
runs.

One important aspect of the present sharp-turn geometry is
the separated flow existing immediately adjacent to the parti-
tion wall after the bend. Mainly due to the small channel
aspect ratio and the residual turning effects, this separated
flow is expected to be highly three dimensional. Typically, the
partition wall and a highly turbulent shear layer initiated at the
tip of the partition wall form:the envelop of a recirculating
region. A degraded heat transfer occurs on the surface im-
mediately adjacent to the recirculation.. The heat transfer coef-
ficient increases progressively downstream until it reaches a
maximum where the separated shear layer reattaches on the
partition wall. Metzger et al.. (1984) used the ink-dot flow
visualization technique:and: determined. the location of the
shear layer reattachment—approximately twice the channel
width downstream to:the partition:tip. The present mass
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Table 1 Correlations for two-pass passage Table 2 Correlation for three-pass passage
—
Region Re x 1074 Region Rex 1074
2.0 3.3 7.4 A -B 2.0 3.1 4.6 7.1 A -B
1 1.39 1.32 1.26 2.660 0.067 1 1.38 1.33 1.31 1.28 2.370 0.055
2 1.23 1.17 1.10 - 2.980 0.089 2 1.25 1.21 1.19 1.15 2.380 | 0.065
3 1.19 1.11 1.07 2.460 0.075 3 112 1.09  1.08 1.06 1.690 | 0.042
4 1.62 1.57 1.44 4.000 0.090 4 1.68  1.56  1.48 1.43 5.940 | 0.128
5 2.17 2.01 1.87 6.230 0.108 5 219 2.09 1.97 1.78 6.906 | 0.118
6 2.20 1.98 1.88 6.694 0.114 6 241 2,05  1.98 1.81 5.136 | 0.103
7 1.76 1.62 . 1.55 4.290 0.092 7 1.87  1.76  1.87 1.64 4.650 | 0.078
8 1.41 1.40 1.31 2.512 0.058 8 2.14  2.09  2.06 1.93 7.050 | 0.111
3 2.35  2.21 2.1 2.01 6.516 | 0.103
10 2.31 2.22 216 2.06 5.957 | 0.096
11 1.91 1.86  1.81 1.73 4.136 | 0.078
12 1.74 1.68 1.64 1.56 4.016 | 0.084
transfer results, shown in Fig. 4, as the inner-wall Sh/Sh,, rises
in region 6 agree well with this finding. Both the bend and the
shear-layer development are expected to raise the turbulence 90~ o 2-Pass
levels in the post-turn section of the passage. This, in part, is ® 3-Pass
responsible for the slowly declined Sh/Sh, in regions 7 and 8. 80 o ®
Mass transfer results for the three-pass, two-turn passage ®
are presented in Figs. 6 and 7. Figure 6 shows the segment-to- 70}k °
. . . r=re . . o
segment Sh/Sh,, and Fig. 7 gives the regional Sh/Sh, distribu- - 0°80
. . f . . . - o
tion. Referring to the segment and region labeling in Fig. 3, sok °° ° g ® o
the second bend starts at region 8, which is equivalent to ° o
region 4 for the first bend. As a contrast to the first turn, the sob ©e®
right segments form the outer wall of the second turn and the
left segments constitute the inner wall (or the second partition 9 A
wall). A comparison between Figs. 4 and 6 (or 5 and 7) yields 0.0 2.0 4.0 6.0
Re X 107*

an important finding, i.e., the mass transfer at the first turn is
virtually uninfluenced by the presence of the second turn
downstream. Furthermore, the general characteristic of mass
transfer at the second turn is a repeat of the first turn. This im-
plies that present turning flow establishes its thermally
developed condition at the first turn; the only developing
region is the first pass. In fact, according to the study by
Johnson and Launder (1985), the flow and heat transfer
behavior at a turn is rather insensitive to the length of inlet sec-
tion before the turn. This further supports the notion that the
flow in a bend is largely a local phenomenon; whatever exists
further upstream and downstream has little effect. The
periodicity appears to be stronger for cases with higher
Reynolds number. For Re=2x 10*, Sh/Sh, shows a moderate
increase at the second turn as compared to the corresponding
value at the first turn. However, this variation diminishes
completely for Re=3.1x 104,

The average Sh/Sh, values over the entire three-pass
passage are 1.88, 1.80, 1.74, and 1.65 for Re=2x10%,
3.1x10% 4.6 x 10%, and 7.1 x 10%, respectively. The three-pass
passage produces higher mass/heat transfer augmentation
than the two-pass, by approximately 15 percent. Note that this
15 percent increase is virtually Reynolds number independent,
at least within the present testing range. However, the actual
degree of heat transfer augmentation, for both two-pass and
three-pass models, is expected to vary with passage
geometries.

The regional mass transfer results are correlated using the
least-square-fitted power form Sh/Sh,=As+Ref. Tables 1
and 2 tabulate the correlation coefficients 4 and B for two-
pass and three-pass passages, respectively. For comparison
purposes, also included in the tables are the regional results,
which are presented graphically in Figs. 5 and 7. From the
tabulated coefficients, the distribution of regional mass/heat
transfer coefficients can be calculated at any desired Reynolds
number. Of particular note here is the distribution of power
index B, which represents the measure of Reynolds number
dependence of Sh relative to that of Sh,. A negative-valued B
implies that Sh has a weaker dependency than Sh, on Re; the
latter has a 0.8 power index as equation (7) shows. As seen
from both tables, all the values of B are negative, although
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Fig. 8 Pressure loss coefficient

most of the magnitudes are quite small, especially in straight
sections. Near or at a turn, the magnitudes of B are larger than
those away from a turn. This can be explained by considering
the nature of flow in the present turning passages. As dis-
cussed earlier, one of the primary features dominating
heat/mass transfer characteristics in the present passages is
flow separation. Nusselt number with a separated flow region
generally has a lower power index on Re than without flow
separation. Although regions are divided differently, the
present two-pass coefficients agree well with those correlations
presented by Metzger and Sahm (1986) and Fan and Metzger
(1987). Here, the values of power index B are also negatively
larger at a turn than in the straight section. Han et al. (1988),
however, have recently reported a constant B= —0.06 for the
entire region around a turn.

Accompanying the bend-induced heat transfer augmenta-
tion are two undesirable aspects that need to be addressed for
design of cooling passages. First is the nonuniform cooling ef-
fect caused by the high spatial distribution of the heat transfer
coefficients shown in the present study. The nonuniform cool-
ing further produces thermal stress in the blade, which is
detrimental to its component life. The second concern is the
excessive pressure loss incurred with the flow passing addi-
tional bends and channels—a direct penalty related to pump-
ing power consumed. Figure 8 shows the characteristics of
pressure loss for both passages. The pressure loss coefficient,
/. is defined as

Sf=QAp/pU?)+(D/Ly) ®

where Ap is the pressure drop across the entire passage and L,
is the length of the actually bent passage centerline stretched
along the streamwise direction. Note that f represents the con-
ventional definition of friction factor for flow in a straight
duct without turns. The inclusion of D/L; in f provides a com-
parison basis of pressure loss characteristics between the two
passages. Considering the present turning geometry, L./D is
16.5 and 25 for the two-pass and three-pass passages, respec-
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tively. Shown in the ordinate of Fig. 8, fis further normalized
by the corresponding friction factor of the fully developed,
turbulent flow in a straight channel, f,. The value of f, is
calculated from the Blasius Power Law (Kays and Crawford,
1980); i.e., '

f,=0.078 Re~ 92 (10)

J/f, thus represents a rational measure of the pressure losses
inherited in the present turning passages relative to their
limiting counterparts.

The results shown in Fig. 8 indicate that the value of fis ap-
proximately one to two order of magnitude greater than that
of f,. Moreover, the distributions of f/f, are Reynolds
number dependent. For both passages, f/f, increases initially
with an increase in Re, reaches a maximum, and then
decreases with Re. This implies that, at least within the present
testing range, a single power correlation between f and Re for
flow through passages with 180-deg sharp turns appears to be
nonexistent. The maximum occurs at Re equal approximately
to 2.0x10* and 4.0%x10* for the two-pass and three-pass
passages, respectively. The magnitude of such a maximum is
about 20 percent higher for the three-pass passage than for the
two-pass passage. Using a two-passage model and a different
definition of pressure loss coefficient (D/L, excluded),
Metzger et al. (1984) have reported the pressure loss data just
across the turning region, not the entire passage. With proper
data transformation, the present pressure loss across the entire
two-pass passage is nearly twice as large as that reported in
their study. The difference is considered to be due to the ex-
cessive friction loss incurred in the straight sections before and
after the turn.

Conclusions

The regional and segment-by-segment heat transfer in both
two-pass and three-pass cooling passages with 180-deg turns
are studied using the naphthalene mass transfer technique. For
the two-pass model, the present results agree well with those of
heat transfer reported by Metzger and Sahm (1986) and Fan
and Metzger (1987). Except for sections tangent to the main
flow direction, heat transfer on the outer wall at a turn shows
the characteristics of a developed curve flow. The dominating
feature here appears to be the convective transport induced by
the secondary flow fields. Near the turn inlet and outlet, heat
transfer is largely determined by the flow separation in the
regions. Elevated heat transfer is observed near the tip region
of the partition wall; this does not agree with the general
behavior of inner-wall heat transfer with a mild turn. For the
three-pass model, heat transfer characteristics at the second
turn are found to be a repeat of the first turn. This implies that
the present turning flow and heat transfer are largely a local
phenomenon, and heat transfer at the first turn has virtually
reached the thermally periodic condition. Evaluations of the
average heat transfer over entire passages reveal that, within
the present testing range, flow passing through the two-pass
(one-turn) passage produces an approximately 45 to 65 percent
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higher heat transfer as compared to the corresponding straight
channel, fully developed conditions. Such a heat transfer
augmentation decreases with an increase of Reynolds number.
In addition, overall heat transfer for the three-pass passage is
approximately 15 percent higher than that of the two-pass
one, This 15 percent increase is found to be Reynolds number
independent. Accompanying the heat transfer augmentation is
the excessive pressure loss induced by the sharp turns. The
pressure loss coefficient varies significantly with the Reynolds
number. ) :
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Local Heat Transfer Coefficients
Under an Axisymmetric, Single-
Phase Liquid Jet

The purpose of this investigation was to characterize local heat transfer coefficients
Jor round, single-phase free liquid jets impinging normally against a flat uniform
heat flux surface. The problem parameters investigated were jet Reynolds number
Re, nozzle-to-plate spacing z, and jet diameter d. A region of near-constant Nusselt
number was observed for the region bounded by 0<r/d=<0.75, where r is the radial
distance from the impingement point. The local Nusselt number profiles exhibited
a sharp drop for r/d>0.75, followed by an inflection and a slower decrease there-
after. Increasing the nozzle-to-plate spacing generally decreased the heat transfer
slightly. The local Nusselt number characteristics were found to be dependent on
nozzle diameter. This was explained by the influence of the free-stream velocity
gradient on local heat transfer, as predicted in the classical analysis of infinite jet

stagnation flow and heat transfer. Correlations for local and average Nusselt numbers

reveal an approximate Nusselt number dependence on Re

Introduction

Impinging jets are widely used in industrial heat and mass
transfer applications. Due to their high transfer coefficients,
air jets have been widely used in the paper and textile industries
for drying, while water jets have been used for controlled
cooling in the glass and metal industries. Recently, there has
also been interest in using the high heat transfer coefficients
under impinging jets to deal with the escalating heat fluxes
found in advanced technology VLSI circuits (Kiper, 1984; Ya-
mamoto et al., 1987).

Impinging jets can be grouped according to several broad
characteristics. In general, a jet is called a submerged jet if it
is a gas jet issuing into a gas, or a liquid jet issuing into a
liquid, and will be termed a free jet if it is a liquid jet issuing
into a gas. In addition, impinging jets can be classified by their
shape, their temperature relative to the surface against which
they are impinging, whether the jet is oriented normally or
obliquely with respect to the impingement surface, and whether
the impingement surface is flat or curved.

The purpose of this investigation was to characterize local
heat transfer coefficients for round, single-phase free liquid
jets impinging normally against a flat, constant-heat-flux sur-
face. The problem parameters investigated were jet Reynolds
number, nozzle-to-plate spacing, and jet diameter.

A significant amount of research has been published on
various forms of jet impingement heat transfer. Only a rep-
resentative sample of studies involving single-phase impinging
liquid jets issuing into gas surroundings will be cited here.

Theoretical studies include work by Watson (1964) who used
boundary layer theory to examine the fluid mechanics of an
impinging liquid jet, and Chaudhry (1964) who treated the
heat transfer aspect of the same problem and presented so-
lutions for an isothermal impingement surface. In addition,
Miyazaki and Silberman (1972) provided an analytical solution
to a planar laminar jet striking a flat plate. A theoretical and
experimental treatment of local heat transfer coefficients under
a planar laminar water jet was offered by Inada et al. (1981).
More recently, Wang et al. (1989a, 1989b) provided a theo-
retical treatment of the heat transfer under a laminar, axisym-
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metric, free liquid jet with nonuniform temperature or heat
flux thermal boundary conditions.

Experimental studies were carried out by Jiji and Dagan
(1987) for single jets and arrays of jets using water and FC-
77 coolant for various heat source configurations. Average
heat transfer data were reported. McMurray et al. (1966) in-
vestigated local heat transfer characteristics of a planar liquid
jet striking a uniform heat flux plate at various impingement
angles. Local heat transfer data were gathered by moving the
instrumented heater relative to the jet stagnation plane. Metz-
ger et al. (1974) examined experimentally the effect of Prandtl
number on heat transfer for axisymmetric liquid jets. Average
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heat transfer coefficient measurements were made for various
heat source and nozzle diameter combinations using water and
lubricating oil as the working fluids. The effects of Reynolds
number, fluid Prandtl number, and ratio of heat source target
to jet nozzle diameters on average heat transfer were correlated
using the equation :

Nu = 2.74Re°'348Pr0'487(2r/d) - 0.774(MO‘/MGW) -0.37 (1)

where u, and u,, are the fluid dynamic viscosities at the wall
and free stream, respectively. Recently, the heat transfer char-
acteristics of a single-phase, planar impinging jet were studied
(Vader, 1988; Vader et al., 1990). Local heat transfer corre-
lations were presented for various jet Reynolds numbers for
a single nozzle size. Ma and Bergles (1988) examined experi-
mentally the local heat transfer under a circular, submerged
jet of R-113. Some measurements of free jet impingement were
included for comparison with the submerged jet data.

The brief literature survey presented in the foregoing reveals
no studies documenting the local heat transfer behavior of
impinging, axisymmetric liquid jets. This paper reports on
experimental work whose objective was to fill this critical gap
in the jet impingement heat transfer data base. Local heat
transfer coefficients under axisymmetric, single-phase liquid
jets have been measured for a broad range of experimental
parameters.

Experiments

An instrumented heated foil and metered flow delivery sys-
tem were designed and constructed to permit determination of
local heat transfer coefficients under a single-phase impinging
water jet. The local heat transfer coefficient was calculated
from measurements of the local electrical power dissipated at
the heating element, and local heated surface and free-stream
liquid temperature measurements. The apparatus and exper-
imental method used in the study are described in more detail
in sections to follow.

Experimental Apparatus. Figure 1 illustrates schematically
the experimental apparatus used in this research. Water from
a laboratory outlet passed through two flow meters, which
provided a combined measurement range of 0.0063 to 0.76
L/s with accuracy of +0.0006 L/s. A thermocouple in the
pipe immediately downstream from the flow meters was used
to measure the water temperature. The water was then directed
into a glass tube, which served as a nozzle. The exit of the
tube was carefully ground so as to be perpendicular to the tube
axis. Glass tubes of inside diameter 2.2, 4.1, 5.8, and 8.9 mm
were used as nozzles. All tubes were 38 cm long. This length
was chosen in order to insure fully developed flow at the nozzle
outlet (over 50 diameters for three of the nozzles, and 43
diameters for the other) since previous studies with air have
indicated that the velocity profile at the jet exit may have a
significant effect on the heat transfer results (Hrycak, 1984;
Gardon and Akfirat, 1965). Test Reynolds numbers were cho-
sen such that turbulent flow prevailed in all tests. The nozzle
was secured in an aluminum collar mounted on a Lexan and

steel frame (see Fig. 1). This insured that the jet impinged
normally aginst the heated surface and permitted adjustment
of the nozzle-to-plate spacing. The collar was attached to the
top plate with screws, which passed through 'slots milled in the
Lexan. This arrangement allowed the jet to be moved in a
horizontal plane parallel to the heater. However, the horizontal
movement was only intended for rough jet positioning. Hence,
local heat transfer measurements were determined only from
the thermocouple array mounted to the underside of the foil
without utilizing the coarse movement capability of the nozzle
to increase temperature measurement resolution. The second
level of the frame held the heating plate.

A schematic cross section of the instrumented heating plate
is illustrated in Fig. 1. The heating element consisted of a
rectangular section of 0.0508-mm-thick stainless steel (type
302) shim stock. The shim stock was 1.5 cm wide, with 8.0
cm of length exposed to the jet. It was secured to a 20.3 x 20.3
cm piece of 1.59-mm-thick phenolic (printed circuit board ma-
terial) using Dow Corning silicone rubber sealant. The silicone
rubber was used in order to provide flexible adhesion in case
of thermal expansion of the heating foil. The phenolic backing
was prepared by using a numerically controlled mill to cut two
slots, exactly 8.0 cm apart, through which the shim stock was
passed. Twenty-eight holes, 1.5 mm in diameter on 2.5 mm
centers, were drilled in the phenolic substrate for thermocouple
placement. The mill was used in order to allow precise posi-
tioning of the thermocouple holes. After the shim stock was
cemented in place, thermocouples (fabricated from 0.127-mm-
dia Cu-Co wire) were inserted through the holes in the phenolic
sheet and were attached directly to the shim stock with Loctite
QM-50 epoxy. Intimate thermal contact between thermocouple
beads and the heater strip was guaranteed by insuring electrical
continuity between the heated foil and the thermocouple leads.

Possible electrical interaction between the d-c power em-
ployed in the Ohmic heating and the thermocouple beads af-
fixed directly to the foil was considered in the apparatus
checkout. Tests were conducted in a typical experimenal fiow
situation to insure that the d-c voltage gradient in the foil did
not influence the thermocouple measurements. It was found
that reversing the polarity of the d-c power supply (thus, re-
versing the direction of voltage gradient) resulted in less than
3 percent change in local Nusselt number near the stagnation
point, with approximately 5 percent elsewhere. The variation
is attributed to slightly different conduction losses in the bus
bars due to transient heatup of the apparatus. In spite of the
expected high heat transfer coefficients, the shim stock was
characterized by a low local Biot number (typically 0.017-0.1)
making it reasonable to assume that the temperature of the
back surface of the shim stock was identical to the surface
exposed to the fluid,

The water jet impinged against the center of the heating
element and flowed radially off the sides of the lower Lexan
plate where it was collected and directed to a drain. The heated
foil was clamped firmly between 2.5 X 10 cm copper bus bars,
which were connected with heavy copper wire leads to a 20-
V, 120-A d-c power supply. Voltage and current measurements

Nomenclature
d = jet diameter
h = local heat transfer coefficient Pr = fluid Prandtl number = v/«
= q,/ (Ts~T) q,, = wall heat flux imposed at the
k = thermal conductivity heating plate T, = local surface temperature of
Nu = local Nusselt number based on Q volume flow rate the plate
jet diameter = hd/k r radial distance from stagna- T, = jet exit temperature
Nu, = stagnation point Nusselt num- tion point U = infinite jet free-stream veloc-
_ ber = h,d/k ry = radial distance to location of ity, equation (4)
Nu = average Nusselt number from hydraulic jump v = mean jet velocity at nozzle exit
stagnation point to radial dis- Re Reynolds number based on jet z = nozzle-to-plate spacing

tance r = q,d/kAT
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were made with remote sensing leads soldered to heating foil
tabs extending through the bus bars, and were accurate to
+£0.1 Vand +0.1 A. All thermocouples were read with an
HP model 3497A data acquisition system with thermocouple
compensation. The accuracy in temperature differences was
estimated to be +£0.25°C. :

Experimental Method. In determining appropriate power
supply settings, it was found that 5 V produced approximately
50 A, and that this power rate provided temperature differences
large enough to be accurately resolvable (minimum tempera-
ture differences typically greater than 4°C) without overheating
the plate for most flow rates. The data acquisition system ran
continuously during the test and recorded temperature scans
at 15-s intervals. These continuous data sets provided a means
for determining when a steady-state condition was reached
after a change in operating conditions. At the beginning of
each test run, the jet was centered over one thermocouple by
moving the jet collar manually in the upper Lexan sheet until
the temperatures were radially symmetric on both sides of a
single thermocouple.

The data acquisition system collected temperature measure-
ments continuously in time, so for each configuration, the
beginning and ending scan numbers were recorded along with
the water flow rate (read from the rotameters), nozzle-to-plate
spacing (measured with a scale), power supply readings, and
nozzle size (measured with precision calipers). After the test
run was completed, the extraneous output gathered by the data
acquisition system was eliminated so as to include only the
scans between each starting and ending scan number. As stated
previously, the system was allowed to reach steady state before
each set of scans was begun. Hence, each set of multiple scans
included only steady-state data. Temporally averaged temper-
ature differences, jet Reynolds numbers, local heat transfer
coefficients, local Nusselt numbers, and local average Nusselt
numbers were then calculated from the experimental heat flux
and local heated surface temperature data.

The temporally averaged temperature difference used in the
determination of heat transfer coefficients was calculated by
computing the mean difference between water temperature and
local plate temperature for the set of scans corresponding to
each test configuration. All water properties were evaluated
at the jet inlet temperature, This approximation was valid near
the stagnation point where temperature differences were small
(of order 5°C), and less valid in the jet wings where temperature
differences were as high as 30°C. It will be shown that the
correlations presented here present only a lower bound for the
local heat transfer in the jet wings. A temperature measurement
was taken on the back of the phenolic plate in order to assess
the heat loss through the plate. That loss was determined to
be insignificant (less than 0.5 percent) and no correction was
used. Thermocouple leads were drawn from the test apparatus
along expected isotherms to minimize conduction losses there.
Heat transfer coefficients were so high that conduction losses
in the electrical bus bars were minimal.

When an axisymmetric free liquid jet impinges against a flat
plate, a hydraulic jump forms in the liquid layer as it spreads
over the plate. This is due to the deceleration of the fluid as
it expands radially in an ever-thinning liquid layer. This hy-
draulic jump phenomenon was observed in this study, and
with it a substantial decrease in local heat transfer coefficient
(Stevens, 1988). However, all heat transfer data reported here
were collected with the hydraulic jump located well beyond
the edge of the heated plate. Because the hydraulic jump is an
important issue in liquid jet impingement heat transfer, the
location of the hydraulic jump was correlated and is charac-
terized in a section to follow.

The maximum uncertainty in the local Nusselt numbers was
determined to be approximately 8 percent using the method
of Kline and McClintock (1953). A similar uncertainty should
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Fig. 3 Dependence of stagnation Nusselt number on nozzle-to-plate
spacing, z/d

be applied to the local average data since they were derived
by integrating the local data. The maximum uncertainty for
Reynolds number values was calculated to be 6.8 percent. In
light of these uncertainties, variations in Nu or Nu of less than
8 percent, and variations dependent on changes in Re of less
than 7 percent, are not meaningful. The maximum uncertainty
in radial position of the local temperature measurements was
estimated to range from 4 percent of the nozzle diameter for
the d=8.9 mm nozzle, to 17 percent of the nozzle diameter
for the d=2.2 mm nozzle.

Results and Discussion

Local temperature data were collected using the experimental
apparatus and reduced as described in the foregoing for nozzle
sizes ranging from 2.2 to 8.9 mm and nominal jet Reynolds
numbers ranging from 4000 to 52,000. Experimental results
are presented in the sections that follow.

Stagnation Point Nusselt Number. Stagnation point Nus-
selt number data were collected and correlated over the full
range of jet diameter, nozzle-to-plate spacing, and Reynolds
number investigated. For the set of experimental data corre-
sponding to each nozzle diameter, it was found that the Nu,
data correlated well with an equation of the form

Nu, = ARe(z/d)*Pr%* @)

where a multivariate least-squares curve fit was performed to
determine the parameters A, g, and s. The Prandtl number
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Table 1 Correlation coefficients for stagnation Nusselt num-
ber, equation (2)

Nozzle size (mm) 2.2 4.1 5.8 8.9
A 5.36 3.75 . 3.62 5.08
q 0.27 0.33 0.35 | 0.33

s ~0.052 | —0.035 | —0.032 | —0.023

dependence for liquid jet impingement has been characterized
with exponents ranging from 0.33 to 0.487 (Jiji and Dagan,
1987; Ma and Bergles, 1983; Metzger et al., 1974; Vader et
al., 1990). A value of 0.4 was chosen for this study. Table 1
shows the values of the coefficients 4, g, and s in equation
(2) for the four nozzle diameters investigated.

Figure 2 shows a sample of the stagnation point Nusselt
number dependence on Reynolds number for several data sets,
along with the correlation for each given by equation (2). As
observed by the exponent ¢ in Table 1, the stagnation Nusselt
number is described quite well by a power-law dependence on
Reynolds number, Re!’?, This compares favorably with the
Re?3®relationship observed by Metzger et al. (1974). Although
the Metzger correlation is for average Nusselt number, the
Reynolds number dependence comparison for Nu, as defined
here is valid inasmuch as average Nusselt number scales directly
with stagnation Nusselt number. While previous investigations
of liquid jet impingement generally correlate as Nu,ocRe!/?
(Wang et al., 1989a, 1989b; Ma and Bergles, 1988; Miyazaki
and Silberman, 1972; Sitharamayya and Raju, 1969; Mc-
Murray et al., 1966), only the study by Metzger, et al., uses
round, free liquid jets for the basis of the correlation, and
none have investigated such a broad range in nozzle diameters
as used in this study.

As reflected by the small exponent of z/d in Table 1, the
effect of the nozzle-to-plate spacing on Nusselt number is slight.
Figure 3 shows Nu, plotted as a function of z/d for three
nozzle sizes at a nominal Reynolds number of 10,000. The
general trend is that of a slight decrease in Nu, with increasing
nozzle-to-plate spacing, z/d. This agrees qualitatively with the
free jet Nu, dependence on z/d of Ma and Bergles (1988),
which is significantly less than for a submerged jet. There is
no distinctive peak in the Nu, versus z/d curves as reported
for circular air jets by Hrycak (1983), and for plane air jets
by Gardon and Akfirat (1966) and others. This can be explained
by noting that those peaks were attributed to the formation
of a potential core due to the effect of entrainment on the
submerged jets. Such shear layer interaction and entrainment
would be much less important for a free liquid jet. The z/d
dependence may be characterized generally for all nozzle di-
ameters using an exponent of s= —0.0336 with little loss of
correlation accuracy.

Noting the small exponent on z/d in Table 1, and examining
the data of Figs. 2 and 3, one observes a distinct dependence
of heat transfer on nozzle size. The Nusselt numbers rise con-
sistently with nozzle diameter. The use of dimensionless pa-
rameters (Nu, Re, r/d, z/d) based on nozzle diameter does not
eliminate dependence on d in the results. Previous work (Vader
et al., 1990; Donaldson, 1971) indicates that the velocity gra-
dient exercises a significant influence on the local heat transfer.
This is further justified by the analytical solution for rota-
tionally symmetric, laminar stagnation flow from an infinite

jet (Burmeister, 1983). Theory reveals that the heat transfer

coefficient is independent of r, and is given by
h=1.013k(3C/»)!"? 3)

where the constant 1.013 is for Pr=10 fluids, and the free-
stream velocity distribution is assumed to be given U= Cr. The
value of the velocity gradient is then given by

C=dU/dr C))
Although equation (3) is derived for the case of a constant-
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temperature surface with impingement by a normally imping-
ing, laminar flow of infinite extent, it does demonstrate that
the velocity gradient is an important parameter in stagnation
flow. It may be postulated that the stagnation velocity gradient
would still be important for the case of a turbulent, finite,
free liquid jet under consideration here. Hence, it is not sur-
prising that the stagnation heat transfer characteristics for the
four nozzle sizes studied here differ, since the velocity gradient
at the stagnation point is nozzle diameter dependent. Such a
pronounced nozzle size dependence on the stagnation Nusselt
number has not previously been reported in the literature.
However, as explained previously, no other work has inves-
tigated /ocal heat transfer over such a broad diameter range
of free, turbulent liquid jets.

The constant C is shown to represent the velocity gradient
by White (1974), and is evaluated for a circular liquid jet as
0.88 (v/d) by Wang et al. (1989a) and Nakoryakov ¢t al. (1978)
using a laminar flow field. Substitution of this expression into
equation (3) yields the result that Nu is proportional to Re'2,
This is also Wang’s finding (1989a), and is identical to Si-
bulkin’s solution (1952) in the stagnation region for constant
heat flux or constant temperature thermal boundary conditions

s 1

Nu, = 0.938Re!/%/ 50 exp[ —2Pr & ¢dnJ dn )

where ¢ is the similarity function describing the flow field.
While the Reynolds number dependence may differ, it seems
reasonable to assume that the parameter v/d would also de-
scribe functionally the stagnation velocity gradient in a tur-
bulent, finite jet. It is recognized that the influence of turbulence
may result in a nonlinear dependence of the velocity gradient,
dU/dr, on the term v/d. In addition, a consideration of mass
and momentum near the stagnation point supports the use of
v/d as a velocity gradient scaling parameter. The disadvantage
is that v/d is a dimensional quantity of units s~! and there is

no obvious reference time scale for use in its normalization.
Inclusion of the velocity gradient as an important parameter
leads to (dU/dr)(d/v) as the obvious nondimensional velocity
gradient. Unfortunately, no independent method for meas-
uring dU/dr was available in this investigation, leaving only
the dimensional term v/d to estimate dU/dr as discussed above.
Inasmuch as the proposed velocity gradient effect was origi-
nally manifest as a nozzle diameter dependence, and since both
turbulence and the finite nature of the jet are presumed to be
important, an alternative approach would be to use a dimen-
sionless turbulence characterization parameter of the form d/

Transactions of the ASME

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6800

B o » OO

0.0 P N ) Lt

0 2 4 6 8
r/d

Fig. 5 Normalized local Nusselt number profiles and correlation equa-
tion (10) for all Reynolds numbers studied, z/d=2.5, d=4.1 mm

!, where / is the turbulent length scale of the flow. Unfortu-
nately, this approach breaks down since / is proportional to d
for fully developed pipe flow (Schlichting, 1968). However, if
v/d is employed as a correlating parameter, the dependence
of Nu, on nozzle diameter vanishes and the four correlations
of equation (2) and Table 1 collapse to a single expression

Nuo — 2.67R€0'567PI‘0'4 (Z/d) —0.0336(v/d) -0.237 (6)

where v is expressed in m/s and d in m. Experimental data
representing the full range of z/d studied are plotted in Fig.
4 along with equation (6) in the form Nu,/f*(Pr, z/d, v/d)
where f*(Pr, z/d, v/d) is the relationship describing the func-
tional dependence on Pr, z/d, and v/d appropriate to the
correlation. Also included in Fig. 4 are the same set of ex-
perimental stagnation Nusselt number data and the corre-
sponding correlation of all data without employing v/d as a
correlating parameter. That empirical relation is given by

Nu, = 1.51Re®*“Pro4(z/d) -1 %)

Equation (6) predicts the experimental data with an average
and maximum error of 5§ and 14 percent, respectively, for all
nozzle sizes, jet-plate spacings, and jet Reynolds numbers in-
vestigated, a total of 228 tests representing different nozzle
diameters and geometric and flow conditions. By contrast, the
average and maximum error in equation (7) are 15 and 60
percent, respectively. Also shown in Fig. 4 is Wang’s laminar
flow solution (1989a) to equation (5), which has been solved
over the range of Prandtl number 0.5 <Pr <50, and which is
correlated very well by the equation

Nu,=0.717Re*’Pr%?’ (8)

The significantly better accuracy of correlating equation (6)
lends support to the idea that the (stagnation) heat transfer is
dependent on the local velocity gradient, and hence, will be
strongly affected by the nozzle diameter. As is expected, the
experimental data generally exhibit higher heat transfer than
the laminar analysis, equation (8), due to the influence of jet
turbulence on the heat transfer.

Local Nusselt Number. Figures 5 and 6 show plots of the
local Nusselt number normalized by Nu, for the d=4.1 and
8.9-mm-dia nozzles, respectively. Correlations for Nu/Nu, to
be developed in subsequent sections are also included in the
figures. Since the data were symmetric about the stagnation
point to within 5 percent, only half-profiles were plotted. Ex-
amination of local Nusselt number plots yielded several inter-
esting observations. )

First, in the region corresponding approximately to r/d < 2-
3, it is seen that Nu/Nu, is nearly independent of Reynolds
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number, with all curves collapsing to a single profile. Since
the dependence on z/d is slight, Nu/Nu, can be considered to
be a function only of r/d in this region. At points far from
the stagnation point, a Reynolds number dependence appears
in the Nu/Nu, profiles and the curves diverge. This Re de-
pendence is believed due to a transition to turbulent flow and
heat transfer in the flow along the plate, and is discussed in
more detail in a section to follow.

Second, the local heat transfer profiles exhibit a region of
constant Nu from the stagnation point out to a distance of
approximately r/d = 0.75, seen most clearly for the largest noz-
zle (Fig. 6). This is consistent with the classical analytical result
for rotationally symmetric stagnation flow of an infinite jet
referred to in the foregoing, where the heat transfer coefficient
is predicted to be independent of radial position (Burmeister,
1983). Since the flow of a finite liquid jet such as those used
in this study would approximate an infinite jet flow very near
the stagnation point, one would expect that the Nusselt number
would be constant in that region. The near-constant Nu profile
observed near the stagnation point for the largest nozzle is
evidence of this effect. The absence of such a constant-Nu
region for the smaller nozzles can be explained by noting that
the thermocouples were located at fixed radial positions, so
for the smaller nozzles the spatial resolution of heated surface
temperature measurements was insufficient to show the con-
stant-Nu region. Presumably, more finely resolved measure-
ments on the smallest nozzle would show a flat region around
the stagnation point similar to the profiles for the largest noz-
zle.

Third, a sharp knee appears in all local data profiles beyond
which the Nu/Nu, profiles separate and a dependence on Reyn-
olds number surfaces. This knee was located at approximately
r/d=5.0, 2.5, 1.75, and 0.9 in the 2.2, 4.1, 5.8, and 8.9-mm-
dia nozzle data, respectively (Stevens, 1988). In all cases, Nu/
Nu, drops off rapidly until it reaches the knee, then either
flattens out and decreases more slowly thereafter, or rises briefly
to a secondary maximum in the profile. These secondary peaks
were found to appear at higher Re for the two smaller nozzles.
When such a peak occurs, its beginning always coincides with
the knee discussed above, and it becomes more pronounced
with increasing Re. For the smallest nozzle the peak occurred
at r/d=5.5 and was evident for Re>12,400 in all but the
smallest nozzle-to-plate spacing. For the d=4.1 mm nozzle,
the secondary peak appears at r/d=3 and occurs for
Re>21,000 (see Fig. 5). The secondary peaks were less prom-
inent in the two largest nozzles. Examination of the profiles
for the d=4.1 mm diameter nozzle (Fig. 5) shows that the
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Table 2 Correlation coefficients for local Nusselt number,
equations (9) and (10)

Nozzle size (mm) 2.2 4.1 5.8 8.9
a 1.15 1.34 1.48 1.57
b -0.23 | —041 | -0.56 | —-0.70

knee discussed above becomes more pronounced with increas-
ing Re until, first, a region of constant Nu develops, then a
secondary peak appears for the highest Reynolds numbers.
This suggests that flat regions in the profiles with higher Re
for the larger nozzles might be precursors to secondary peaks,
which could have been observed had even higher Re been
measured.

Similar secondary peaks were observed for circular air jets
by Hrycak (1983) for z/d > 6, and in slot air jets for very small
nozzle-to-plate spacings by Korger and Krizek (1966), and Gar-
don and Akfirat (1966), and were attributed to the transition
from a laminar to turbulent boundary layer. In addition, sim-
ilar peaks were observed in plane water jets (Inada et al., 1981;
Vader et al., 1990). In this study, both the knee and the sec-
ondary peak in the profiles are attributed to the transition
from a laminar to turbulent boundary layer in the parallel flow
region along the plate.

Correlation of Local Nusselt Number. The development
of an empirical correlation for the local Nusselt number be-
havior was influenced by two observations. First, as discussed
in the foregoing, upstream of the transition point, Nu/Nu, is
a function only of r/d. Second, the presence of the near-
constant-Nu section in the profile at small r/d suggested the
use of two asymptotes: a constant heat transfer coefficient
asymptote for r/d <0.75 (motivated by the constant Nu result
of the analytical solution for an infinite jet), and an exponential
asymptote between r/d=0.75 and the transition point. In all
cases, the knee in the profile was taken to be the location of
the transition point.

In consideration of the first point, it was decided to for-
mulate correlations for the local Nusselt number profiles based
on the normalized curves (Nu/Nu,), with independent corre-
lations for Nu, as outlined in equation (6).

From the general shape of the normalized curves, a corre-
lation was chosen of the form

Sf(r/d) =ae?"’® ©)

(where @ and b are constants determined for each nozzle) for
the region between r/d = 0.75 and the transition point. In order
to make an appropriate transition between the constant-Nu
(r/d<0.75) and exponential-Nu (r/d>0.75) regimes, a pro-
cedure suggested by Churchill and Usagi (1972) was used. This
consists of using a correlation equation of the form:

Nu/Nu,=[C~ P+ f(r/d) 1" (10)

where C is the small r/d asymptote, f(r/d) [from equation (9)]
is the exponential asymptote, and P is an exponent to be de-
termined. Since the local Nusselt numbers were normalized by
the stagnation Nusselt number, C=1. For each nozzle, the
normalized data between r/d=0.75 and the transition point
were fit with least-squares regression to determine the coef-
ficients for the exponential function. Then, the parameter P

from equation (10) was determined by using a least-squares fit -

of all of the normalized data, and was found to be relatively
insensitive to nozzle diameter. A value of P=9.0 may be used
with good accuracy in the correlation equation (10). Table 2
shows the other correlation coefficients used.

Figures 5 and 6 include samples of the local Nusselt number
correlation given by equations (9) and (10). This correlation
applies only to the region before transition occurs at approx-
imate r/d locations of 5.0, 2.5, 1.5, and 1.0 for the 2.2, 4.1,
5.8, and 8.9 mm diameter nozzles, respectively. Beyond that
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Fig. 7 Normalized local average Nusselt number profiles and correla-
tion equation {13) for all Reynolds numbers studied, z/d=2.5, d=4.1 mm

point, the correlation serves as a lower bound on the local heat
transfer, but does not accurately predict the Nu/Nu, data. In
the spatial region prior to transition to turbulent flow, equation
(10) represents 87 percent of the data within = 15 percent, and
96 percent of the data within + 20 percent.

Average Nusselt Number. The local average Nusselt num-
ber was calculated by integrating the experimental local Nusselt
number data using the usual definition for isoflux heating

r/d, .+ ’
(r'/d)d(r'/d) an
0 (Nu/Nu,)

where Nu is the average Nusselt number over the circular region
from the stagnation point to r/d. The definition of equation
(11) indicates that the average Nusselt number is based on the
average temperature difference, Nu=¢q,d/kAT. Hence, for a
given and spatially constant heat flux, the average temperature
difference may be determined with a correlation for Nu. In
practice, the integration for the local Nusselt number in equa-
tion (11) was performed using the trapezoidal rule. Figure 7
is a plot of the normalized local average Nusselt number,
Nu/Nu,, calculated according to equation (11) for the exper-
imental data of Fig. 5. The local average Nusselt number pro-
files show Re and r/d dependence similar to the local results
discussed above, except that the averaging tends to smooth the
curves. Consequently, the secondary maxima observed in Fig.
5, attributed to transition from a laminar to a turbulent bound-
ary layer, are not evident in the average heat transfer data of
Fig. 7.

Since the local average Nusselt numbers were derived by
numerically integrating the local Nusselt number data, the
correlation for Nu/Nu, may, in theory, be determined by sub-
stituting the expansion for Nu/Nu, from equation (10) into
equation (11), and performing the integration. The integration,
however, is intractable. A new correlation for Nu/Nu, was
developed by integrating equation (9) with respect to r/d, yield-
ing

Nu/Nu, = (r/d)Z/ZS

2 (f(r/d) [ 1} a}
/d)=——={—F—|r/d—< |+
g(r/d) (r/d)zg b L6
The correlating procedure of Churchill and Usagi was used
again with the new function g (7/d) used as the high-r/d asymp-
tote. The final form of the Nu/Nu, correlation is
Nu/Nu,=[1+g(r/d)~F'17 /" (13)
The values for P’ were determined by a new least-squares curve

fit. As with the correlating parameter P in equation (10), the
parameter P’ of equation (13) was found to be relatively in-

(12)
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Reynolds number

sensitive to nozzle diameter; a value of P’ =7.0 predicts the
Nu/Nu, data quite well. Again, considering only the spatial
region prior to the transition to turbulent flow, equation (13)
represents 89 percent of the data within + 10 percent and 99.7
percent of the data within =+ 15 percent. The correlation of the
average Nusselt number is compared to the experimental data
in Fig. 7.

Hydraulic Jump. As mentioned in the foregoing, an in-
teresting effect that occurs when a liquid jet impinges vertically
against a flat plate is the formation of a hydraulic jump as the
fluid decelerates and spreads in a thin layer over the plate
(Watson, 1964). As would be expected, a sharp decrease in the
local heat transfer coefficient associated with the hydraulic
jump was observed experimentally (Stevens, 1988).

Some coarse measurements of the dependence of the radial
location of the hydraulic jump on Reynolds number were car-
ried out. It should be noted that the location of the hydraulic
jump oscillated in an unsteady manner, and could only be
measured with an estimated accuracy of £0.5 cm. Hence, the
ry;i/d data exhibit considerable scatter. The jump location was
correlated with Reynolds number using an equation of the
form

ry/d=mRe" (14)

Figure 9 illustrates the measured ry;/d data along with the
correlation. The correlation parameters m = 0.0061 and n=0.82
predict the ry;/d location with an average error of 15 percent.
Watson’s theoretical prediction (1964) for the location of the
hydraulic jump for the two nozzle diameter extremes studied
experimentally is also shown. The Reynolds number depen-
dence for both laminar and turbulent flow is illustrated. The
analysis requires knowledge of the liquid layer thickness down-
stream of the hydraulic jump, and a value of 3 mm was used
based on crude measurements. Although the analysis shows
rather poor quantitative agreement with the experimental data,
the correct trends are predicted. For a given Reynolds number
the diameter-normalized hydraulic jump location is smaller for
the larger nozzles. Additionally, the analysis shows relatively
good agreement in slope of the r,-Re relationship for
Re>4000. Although the nozzle diameter clearly influences the
location of the hydraulic jump in the experimental data, no
attempt was made to quantify the relationship due to the ob-
vious uncertainty in the data.

Conclusions

This investigation characterized local heat transfer coeffi-
cients for an axisymmetric water jet impinging normally against
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a flat, constant heat flux plate. It was found that Nusselt
number varied with Re'? for a given jet diameter. A region
of constant local heat transfer coefficient was discovered to
prevail in the region bounded by 0=r/d=<0.75. Beyond there,
local Nusselt number profiles exhibited a sharp drop, a bend
in the profile, and a slower decrease thereafter. In some cases,
a secondary peak occurred after the initial decrease. Where it
appeared, this secondary peak was more pronounced with in-
creasing Re. These secondary maxima were attributed to tran-
sition to a turbulent boundary layer. Nozzle-to-plate spacing
was found to have only a minor effect on the magnitude of
the local heat transfer. It was determined that the local heat
transfer coefficient was clearly influenced by nozzle size, and
this was explained in terms of the dependence on the free-
stream velocity gradient. When this dependence was accounted
for by including the velocity gradient scaling parameter v/d
in the correlation, the nozzle size dependence vanished. A brief
consideration of the hydraulic jump quantified its location as
a function of jet Reynolds number.
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Effects of Vortices With Different
Circulations on Heat Transfer and
Injectant Downstream of a Row of
Film-Cooling Holes in a Turbulent
Boundary Layer

Results are presented that illustrate the effects of single embedded longitudinal vor-
tices on heat transfer and injectant downstream of a row of film-cooling holes in a
turbulent boundary layer. Attention is focused on the changes resulting as circula-
tion magnitudes of the vortices are varied from 0.0 to 0.15 m? /s. Mean temperature
results are presented that show how injectant is distorted and redistributed by vor-
tices, along with heat transfer measurements and mean velocity surveys. Injection
hole diameter is 0.952 cm to give a ratio of vortex core diameter to hole diameter of

P. M. Ligrani

Associate Professor.

C. S. Subramanian
Adjunct Research Professor.

D.W. Cralg about 1.5-1.6. The free-stream velocity is maintained at 10 m/s, and the blowing
Graduate Student. ratio is approximately 0.5. Film-cooling holes are oriented 30 deg with respect to the
test surface. Stanton numbers are measured on a constant heat flux surface with a

P. Kaisuwan nondimensional temperature parameter of about 1.5. Two different situations are
Graduate Student. studied: one where the middle injection hole is beneath the vortex downwash, and

one where the middle injection hole is beneath the vortex upwash. For both cases,
vortex centers pass within 2.9-3.4 vortex core diameters of the centerline of the mid-
dle injection hole. To quantify the influences of the vortices on the injectant, two
new parameters are introduced. S is defined as the ratio of vortex circulation to in-
Jection hole diameter times mean injection velocity. S1 is similarly defined except
vortex core diameter replaces injection hole diameter. The perturbation to film in-
Jectant and local heat transfer is determined by the magnitudes of S and S1. When S
is greater than 1-1.5 or when S1 is greater than 0.7-1.0, injectant is swept into the
vortex upwash and above the vortex core by secondary flows, and Stanton number
data show evidence of injectant beneath the vortex core and downwash near the wall
Jor x/d only up to about 17.5. For larger x/d, local hot spots are present, and the
vortices cause local Stanton numbers to be augmented by as much as 25 percent in
the film-cooled boundary layers. When S and S are less than these values, some in-
Jectant remains near the wall beneath the vortex core and downwash where it con-
tinues to provide some thermal protection. In some cases, the protection provided
by film cooling is augmented because of vortex secondary flows, which cause extra
injectant to accumulate near upwash regions.

Department of Mechanical Engineering,
Naval Postgraduate School,
Monterey, CA 93943-5000

Introduction

In order to devise improved film cooling schemes to protect
surfaces of components in high-temperature engines from the
thermal loading that results from exposure to hot gases,
designers must be able to account for the detrimental effects
resulting from the presence of embedded longitudinal vortices.
This is because, first, embedded vortices are abundant in
many such components. Secondly, embedded vortices cause
significant perturbations to local wall heat transfer distribu-
tions (Eibeck and Eaton, 1987), as well as to distributions of
film coolant along with the accompanying thermal protection
(Ligrani et al., 1989a; Ligrani and Williams, 1990). Of impor-
tance are the magnitudes of perturbations to wall heat transfer
and injectant distributions as well as the spatial extents of
these perturbations on high-temperature engine component
surfaces. To determine such perturbations and extents, the
designer must have knowledge of the effects of vortex
strength, vortex size, and vortex location relative to a vast ar-

Contributed by the Heat Transfer Division for publication in the JOURNAL oF
HEAT TraNsFER. Manuscript received by the Heat Transfer Division September
11, 1989; revision received June 19, 1990. Keywords: Forced Convection, Tur-
bines, Turbulence.
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ray of film cooling injection rates, hole sizes, geometries, and
configurations.

The sizes and strengths of embedded longitudinal vortices
are particularly varied in turbine blade passages of gas turbine
engines. This is illustrated by the schematic of turbine passage
flow shown in Fig. 1, which is a slightly modified version of a
drawing that originally appeared in Ongoren (1981). At the in-
tersection of the blade leading edge and end wall, a horseshoe
or leading edge vortex develops as a result of the intense local
pressure gradient, which forces fluid toward the end wall. The
horeshoe vortex then splits into a suction side leg and a
pressure side leg. As the pressure side leg further develops, it
becomes the passage vortex and is influenced by the cross-
passage static pressure gradient. Depending on the amount of
blade loading, the suction side leg may reside at the intersec-
tion of the suction side and the endwall, or it may be pushed
away from the endwall by the passage vortex from an adjacent
blade, as shown. Corner vortices also develop at many loca-
tions, along with Taylor-Goertler vortices, which form near
concave surfaces of turbine blades as a result of centrifugal in-
stabilities. Several film injection hole configurations are also
included in Fig. 1. Because of the complexity and variety of
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Fig. 1 Schematic of vortices in turbine blade passage

fluid/theral interactions between film injectant from such
holes and the different embedded vortices, numerical model-
ing and prediction of these flows are not presently practical
and experiments are needed to clarify physical behavior.

However, in spite of this, experimental studies of the in-
teractions of embedded vortices and film cooling are relatively
scarce, One of the earliest is reported by Blair (1974), who
measured heat transfer on an endwall film-cooled using a slot
inclined at a 30-deg angle. The large vortex located in the cor-
ner between the endwall and the suction surface of their
cascade was believed to cause significant variations of
measured heat transfer and film cooling effectiveness. Gold-
stein and Chen (1985, 1987) studied the influence of flows
originating near the endwall on blade film cooling from one
and two rows of holes. A triangular region was found on the
convex side of the blade where coolant was swept away from
the surface by the passage vortex.

Ligrani et al. (1989a) examined the influences of embedded
longitudinal vortices on film cooling from a single row of film
cooling holes in turbulent boundary layers. Each hole was in-
clined at an angle of 30 deg with respect to the test surface,
and spaced three hole diameters from neighboring holes.
Blowing ratios ranged from 0.47 to 0.98, and free-stream
velocities were 10 m/s and 15 m/s. Surface heat transfer
distributions, mean velocities, and mean temperatures are
presented in this paper, which show that film coolant is greatly
disturbed and local Stanton numbers are altered significantly
by the secondary flows within vortices. Because characteristics

(Ligrani,

of these secondary flows change around the vortex, the span-
wise position of the vortex with respect to film cooling holes is
very important. Secondary heat transfer peaks are also present
that are associated with regions of high streamwise velocity
et al., 1988). These peaks become higher in
magnitude and more persistent with downstream distance as
the blowing ratio increases from 0.47 to 1.26.

To clarify the interactions between vortices and wall jets
further, Ligrani and Williams (1990) then examined the effects
of an embedded vortex-on injectant from a single film-cooling
hole in a turbulent boundary layer. Attention was focused on
the effect of spanwise position of the vortices with respect to
film injection holes. The ratio of vortex circulation to injec-
tion velocity times hole diameter was 3.16, and the ratio of
vortex core size to injection hole diameter was 1.58. The main
conclusion of this study is that injection hole centerlines must
be at least 2,.9-3.4 vortex core diameters away from the vortex
center in the lateral direction to avoid significant alterations to
wall heat transfer and distributions of film coolant.

Of studies on the effects of longitudinal embedded vortices
(without wall injection), the reader is referred to Cutler and
Bradshaw (1986), Eibeck and Eaton (1987), Mehta et al.
(1983), Shabaka et al. (1985), and Westphal et al. (1987). In-
formation on film cooling (without interactions with em-
bedded vortices) is given by Subramanian et al. (1990) and
Goldstein (1971).

The present study is different from these last seven citations
because interactions between vortices and wall jets are con-
sidered. The present study extends results presented by Ligrani
et al. (1989a) and Ligrani and Williams (1990) by focusing on
the changes that result as vortex circulation is altered. Heat
transfer, mean velocity components, and injection distribu-
tions are measured downstream of a row of injection holes in-
clined at 30 deg with a blowing ratio of 0.5. Two different
situations are considered, both of which satisfy the Ligrani
and Williams (1990) criteria for spanwise vortex locations that
result in the most important interactions. For the first, the
vortex upwash passes above the centerline of the middle injec-
tion hole such that the vortex center passes 0.87 vortex core
diameters away in the positive spanwise direction. For the
second, the vortex downwash passes above the centerline in-
jection hole such that the vortex center passes 1.67 vortex core
diameters away in the negative spanwise direction. Vortices
are generated using a half-delta wing placed on the wind tun-
nel test surface, and vortex circulation is varied by changing
the angle of attack of the delta wing.

With these results, additional physical understanding of the
convective heat transfer processes as a result of an extremely
complex shear layer interaction are provided. Such design in-
formation will lead to improved film-cooling configurations,
which minimize the detrimental effects of vortex secondary
flows on film-cooling protection. These results will ultimately
result in lower thermal stress distributions, giving higher tur-
bine inlet temperatures, more efficient engines, and improved
power-to-weight ratios.

Nomenclature
St, = baseline Stanton number, no ¢ = nondimensional injection
A = vortex generator delta wing vortex, no film injection temperature = (T, — Tyee )/
angle of attack St; = Stanton number with film in- (T,—T,)
¢ = average vortex core radius jection and no vertex ¢ = unheated starting length
d = injection hole diameter T = static temperature p = density
m = blowing ratio=p.U./p,, U, X, x = streamwise distance R
S = nondimensional Y = distance normal to the Subscripts
circulation =T"/U,_«d surface ¢ = injectant at exits of injection
S1 = nondimensional Z = spanwise distance from test holes
circulation=T/U_+2 ¢ surface centerline r = recovery condition
St = Stanton number with vortex T' = circulation of streamwise w = wall
and film injection vorticity ’ o = free-stream
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Table 1 Vortex generator spanwise positions for different vortex strengths

Spanwise Z locations of the
generator base edge for

Vortex generator

Spanwise Z locations of the
generator base edge for

Vortex angle 4 (deg) vortex spanwise position €  vortex spanwise position A
r 18 0.00 +3.80
w 15 . -0.51" +3.29
X 12 —1.53 +2.27
y 8 —3.56 +0.24
z 4 ~4.07 -0.27
ducing 30 cfm at 2.5 psig. From the blower, air flows through
_A4:96.6 Xz 2 00m a regulating valve, a Fisher and Porter rotometer, a diffuser,
Thermocouple Rowsr~!,</;, “lgom and finally into the injection heat exchanger and plenum

Vortex Lo =l =T -
+*—-— Injection Hole
Egggtrlggor ,/ 7?///” Diameter = .95 ¢m
Reference Centerline” - Angle = 30 degrees
o ]
4 erion L Vortex Generator
7 From Delta Wing
48m Trip
| From
Mainflow / Trip

I LMounfing Plate

|
— Downstream Edge of Trip
Fig. 2 Coordinate system and schematic of wind tunnel test section

Experimental Apparatus and Procedures

Wind Tunnel and Coordinate System. The wind tunnel is
the same one used in the experiments of Ligrani et al. (1989a)
and Ligrani and Williams (1990). The facility is open-circuit,
subsonic, and located in the laboratories of the Department of
Mechanical Engineering of the Naval Postgraduate School. A
centrifugal blower is located at the upstream end, followed by
a diffuser, a header containing a honeycomb and three
screens, and then a 16-to-1 contraction ratio nozzle. The noz-
zle leads to the test section, which is a rectangular duct 3.05 m
long and 0.61 m wide, with a topwall having adjustable height
to permit changes in the streamwise pressure gradient.

A schematic showing the test section and coordinate system
is presented in Fig. 2. The vortex generator base plate is shown
to be located 0.48 m downstream of the boundary layer trip.
The left edge of this base plate (looking downstream) is the
base edge referred to in Table 1 as a location reference. The
downstream edge of the row of 13 injection holes is then
0.60 m further downstream from this base plate. The surface
used for heat transfer measurements is then located a short
distance farther downstream. With this surface at elevated
temperature, an unheated starting length of 1.10 m exists, and
the direction of heat transfer is then from the wall to the gas.
Thermocouple row locations along the test surface are also
labeled in Fig. 2. In regard to the coordinate system, Z is the
spanwise coordinate measured from the test section centerline,
X is measured from the upstream edge of the boundary layer
tip, and Y is measured normal to the test surface. x is
measured from the downstream edge of the injection holes
and generally presented as x/d.

Injection System. The injection system is described by
Ligrani et al. (1989a) and Ligrani and Williams (1990). Of the
thirteen injection holes, the one referred to as the middle hole
is located on the spanwise centerline (Z=0.0 cm) of the test
surface. Each hole has a diameter of 0.952 cm, is inclined at an
angle of 30 deg with respect to the test surface, and is spaced 3
diameters from neighboring holes. Air for the injection system
originates in a 1.5 h-p DR513 Rotron Blower capable of pro-
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chamber. The exchanger provides means to heat the injectant
above ambient temperature. With this system and test plate
heating, the nondimensional injection temperature parameter
6 was maintained at about 1.5 for all tests to maintain condi-
tions similar to ones existing in gas turbine components. The
plenum connects to 13 plexigless tubes, each 8 cm long with a
length/diameter ratio of 8.4. With no vortex present,
boundary layer displacement thickness at the injection loca-
tion is 0.284.

Injection system performance was checked by measuring
discharge coefficients, which compared favorably with earlier
measurements. Procedures to measure discharge coefficients
and blowing ratios are described by Ligrani et al. (1989a).

Experimental Approach. In order to isolate the interac-
tions between film injectant and the vortices embedded in tur-
bulent boundary layers, measurements are made on a flat
plate in a zero pressure gradient. Wind tunnel speed is 10 m/s,
and temperature differences are maintained at levels less than
30°C so that viscous dissipation is negligible and fluid proper-
ties are maintained approximately constant. With this ap-
proach, many of the other effects present in high-temperature
engines are not present (curvature, high free-stream tur-
bulence, variable properties, stator/blade wake interactions,
shock waves, compressibility, rotation, etc.) since these may
obscure and complicate the interaction of interest.

Detailed measurements are made in spanwise planes at dif-
ferent streamwise locations in order to elucidate the develop-
ment and evolution of flow behavior. In order to match the
experimental conditions found in many practical applications,
the boundary layer, embedded vortex, and wall jet are all
turbulent.

Mean Velocity Components. Three mean velocity com-
ponents were measured using a five-hole pressure probe with a
conical tip manufactured by United Sensors Corporation.
Celesco transducers and Carrier Demodulators are used to
sense pressures when connected to probe output ports.
Following Ligrani et al. (1989b), corrections were made to ac-
count for spatial resolution and downwash velocity effects.
The same automated traverse used for injectant surveys was
used to obtain surveys of secondary flow vectors, from which
mean streamwise vorticity contours were calculated. These
devices, measurement procedures employed, as well as data
acquisition equipment and procedures used are further de-
tailed by Ligrani et al. (1989a, 1989c¢).

Stanton Number Measarements. Details on measurement
of local Stanton numbers are given by Craig (1989), Kaisuwan
(1989), Ligrani et al. (1989a), and Ligrani and Williams
(1990). An overview of these procedures is repeated here for
completeness.

The heat transfer surface is designed to provide a constant
heat flux over its area. The surface next to the airstream is
stainless steel foil painted flat black. Immediately beneath this
is a liner containing 126 thermocouples, which is just above an
Electrofilm Corp. etched foil heater rated at 120 V and 1500
W. Located below the heater are several layers of insulating
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Fig. 3 Vortex generator geometry and orientations in the X-Z plane to
produce vortices of different strength. Orientations given for vortex r
(generator angle A =18 deg) at spanwise position e: vortex downwash
passes above the film-cooling hole.

materials including Lexan sheets, foam insulation, styrofoam,
and balsa wood. Surface temperature levels and convective
heat transfer rates are controlled by adjusting power into the
heater using a Standard Electric Co. Variac, type 3000B. To
determine the heat loss by conduction, an energy balance was
performed. Radiation losses from the top of the test surface
were analytically estimated. The thermal contact resistance
between thermocouples and the foil top surface was estimated
on the basis of outputs of the thermocouples and
measurements from calibrated liquid crystals on the surface of
the foil. This difference was then correlated as a function of
heat flux through the foil.

After the surface was completed, a variety of qualification
tests were conducted to check its performance. These are
described in detail by Ortiz (1987).

Mean Temperature Measurements. Copper-constantan
thermocouples were used to measure temperatures along the
surface of the test plate, the free-stream temperature, as well
as temperature distributions that are correlated to injection
distributions. For the distributions, a thermocouple was
traversed over spanwise/normal planes (800 probe locations)
using an automated two-dimensional traversing system that
could be placed at different streamwise locations. Ligrani et
al. (1989a) and Ligrani and Williams (1990) give additional
details including procedures used for calibration.

Baseline Data Checks. Baseline data with no film injection
already exist for similar test conditions (Ligrani et al., 198%a).
Repeated measurements of spanwise-averaged Stanton
numbers show good agreement (maximum deviation is 5 per-
cent) with the correlation from Kays and Crawford (1980) for
turbulent heat transfer to a flat plate with unheated starting
length and constant heat flux boundary condition. Local and
spanwise-averaged Stanton numbers with injection at a blow-
ing ratio of 0.5 (and no vortex) also show agreement with
earlier results (Ligrani et al., 1989a). Further checks on
measurement apparatus and procedures were made by
measuring spatial variations of Stanton numbers along the test
surface with different strength vortices (and no injection).
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Fig. 4 Film-cooling injection locations with respect to vortex center
and secondary flow vectors (x/d = 0.0) for vortex positions e and h. Each
horizontal scale corresponds to a different vortex position where Z=0
corresponds to the centerline of the injection hole focated on the wind
tunnel centerline.

These data are also consistent with other results in the
literature (Eibeck and Eaton, 1987; Ligrani et al., 1989a) and
are discussed later in the paper.

Experimental Uncertainties: Uncertainty analysis details
are given by Schwartz (1988). Uncertainty estimates are based
upon 95 percent confidence levels, and determined following
procedures described by Kline and McClintock (1953) and
Moffat (1982). Typical nominal values of free-stream recovery
temperature and wall temperature are 18.0 and 40.0°C, with
respective uncertainties of 0.13 and 0.21°C. The free-stream
density, free-stream velocity, and specific heat uncertainties
are 0.009 kg/m? (1.23 kg/m?), 0.06 m/s (10.0 m/s), and
1J/kgK (1006 J/kgK), where typical nominal values are given
in parentheses. For. convective heat transfer, heat transfer
coefficient, and heat transfer area, 10.5 W (270 W), 1.03
W/m? K (24.2 W/m?K), and 0.0065 m? (0.558 m?) are typical
uncertainties. The uncertainties of St, St/St,, m, and x/d are
0.000086 (0.00196), 0.058 (1.05), 0.025 (0.50), and 0.36 (41.9).

In percentages, uncertainties of these quantites are as
follows: free-stream recovery temperature: 0.7; wall
temperature: 0.5; free-stream density: 0.7; free-stream veloci-
ty: 0.6; specific heat: 0.1; convective heat transfer: 3.9; heat
transfer coefficient: 4.3; heat transfer area; 1.2; St: 4.4;
St/St,: 5.5; m: 5.0; and x/d: 0.9.

Generation and Control of Vortex Characteristics

The device used to generate the vortices is shown in Fig. 3.
The generator is a half-delta wing with 3.2 cm height and 7.6
cm base. The wing is attached to a base plate and rotated
about the pivot point to give different generator angles, which
in turn result in different vortex circulation magnitudes.

With half-delta wing generators, vortices are produced with
secondary flow vectors such as the ones shown in Fig. 4. Here,
as in Shabaka et al. (1985), regions of negative vorticity are
observed around the main vortex, especially near Z= —5.0 cm
for vortex position e. As vortex circulation becomes larger,
secondary flow velocities between the main vortex center and
the wall increase, and amounts of spanwise vortex drift in-
crease as the vortices are convected downstream. Thus, if the
pivot point is maintained at the same location, increasing
angle A produces stronger vortices, which are located at more
negative Z locations along the test surface.

In order to obtain systematic results as circulation is
changed, the present study requires that the same portion of
the vortex be located over the middle injection hole as the
vortex passes. In other words, the distance between the
centerline of the middle injection hole and vortex centers
(located at local vorticity maxima) must be maintained con-
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symbols for Fig. 7

Table 2 Characteristics of embedded vortices (spanwise vortex position e):

Generator Maximum streamwise  Circulation 2¢/d
Symbol Vortex angle 4 (deg) vorticity (1/s) (mz/s)

® r 18 - 760. 0.150 1.62
A w 15 626. 0.116 1.52
3 x 12 522. 0.085 1.49
3 y 8 278. 0.041 1.42
A z , 4 179. 0.019 1.51
o] no vortex 0 000. 0.000 —

Table 3 Characteristics of embedded vortices (spanwise vortex position e): labels for Figs. 6

and 8; symbols for Fig. 10

Fig. 10  Figs. 6 & 8 Generator angle Maximum streamwise  Circulation N 2c/d Sl

symbols labels A (deg) vorticity (1/s) (m?/s)
® r 18 717. 0.134 2.81 1.61 1.75
A w 15 694. 0.111 233 1.52 1.53
¢ X 12 556. 0.088 1.86 1.48 1.26
o y 8 328. 0.042 0.89 149 0.60
A z 4 127. 0.008 0.17 1.5 0.11
(e} no vortex 0 000. 0.000 0.00 — 0.00

Table 4 Characteristics of embedded vortices (spanwise vortex position 4): labels for Fig. 9;

symbols for Fig. 11

Fig. 11 Fig. 9 Generator angle Maximum streamwise  Circulation S 2c/d Sl
symbols labels A (deg) vorticity (1/s) (m?2/s)

® r 18 763. 0.134 2.82 1.58 1.78

A w 15 663. 0.108 2.28 1.53  1.49

® X 12 593. 0.079 1.67 1.50 1.11

o y 8 339, 0.043 0.91 145 0.63

A z 4 155. 0.010 026 149 0.17

o no vortex 0 000. 0.000 0.00 — 0.00
stant. To accomplish this, spanwise locations of the vortices 016 . . . . . ; , . .
must be altered by changing positions of the generator mount- o
ing plate in the spanwise direction, as listed in Table 1. o No Injection

The first step in determining the spanwise locations in Table °© m=0.5 Centerline Hole
1 was to measure spanwise locations of local vorticity maxima 0.12r Only 7
as the delta wing angle A was changed, while maintaining con- __ & m=0.5 13 Injection
stant the location of the generator pivot point (Fig. 3). The Z Holes
locations of these maxima at x/d = 0.0 gave amounts of span- RI 008k i
wise drift of the vortices at the streamwise location of the in- =
jection holes. The amount of required baseplate adjustment ~—
was then determined from these Z locations. Positions in [
Table 1 are then the ones that maintain constant vortex center 004+ .
locations with respect to the middle injection hole centerline,
as the vortices pass this injection hole. Two sets of spanwise &
positions are then used, labeled e and 4 in Table 1 and Fig. 4. 0.00 , 5 \ | . . Ly \
The two sets of vortices produced, each with a different ' O 2 4 6 8 10 12 14 16 18 20

spanwise position, follow the same labeling scheme used by
Ligrani and Williams (1990). Spanwise position e is the label
for the first set. As shown in Fig. 4, the vortex-downwash
passes over the injection hole, and the vortex center is at —2.5
¢m relative to the centerline of the test section. The second set
of vortices are located at spanwise position 4. In this case, the
injection emerges beneath the vortex upwash and the vortex
center is located + 1.3 cm relative to the centerline of the
centerline injection hole. For both cases, Z=0.0 locates:the
centerline of the middle injection hole and the centerline of the
test surface. Secondary flow vectors in Fig. 4 were measured
just downstream of the injection hole with the vortex at posi-
tion e (Ligrani and Williams, 1990). The horizontal axis is then
shifted in the figure so that the centerline of the middle hole is
appropriately oriented with respect to the vortex center for
both vortex spanwise positions. :
Vortices with different circulation magnitudes are labeled r,
w, x, y, and z in Tables 1, 2, 3, and 4, where a particular label
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Vortex Generator Angle A (degrees)

Fig. 5 . Vortex circulation as dependent upon vortex generator angie as
measured at x/d=41.9

applies: to a particular generator delta wing angle. The same
vortex labels are then used for both vortex spanwise positions
(e and h) and whether or not injection is employed, which is
important because vortex characteristics are often altered
slightly by injectant. Table 2 gives characteristics of vortices r,
w, X, ¥, and z with no injection when the vortices are located at
spanwise position e. Tables 3 and 4 give characteristics of
these vortices with m =0.5 injection for spanwise vortex posi-
tions e and 4, respectively. All of these data were obtained
from measurements at x/d=41.9. In these tables, ¢ is the
vortex core radius, determined as one half of the sum of
average core radii in the Y and Z directions (as measured from
vortex centers). These radii are determined for the area that
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Fig. 6 Vorticity distributions for different vortex generator angles A at
x/d =41.9, m = 0.5, free-stream velocity = 10. m/s. Spanwise vortex posi-
tion e: vortex downwash passes over the centerline injection hole.
Labels given in Table 3.

encompasses all vorticity values greater than or equal to 40
percent of peak vorticity (at the center) for a particular vortex.
The choice of 40 percent was made to give a good match to
core radii determined at the locations of maximum secondary
flow vectors (Craig, 1989). The area enclosed by secondary
flow maxima is important, because for ideal Rankine vortices,
it corresponds to the ideal core, which contains all vorticity.
Secondary flow vector maxima are not used to determine core
size as this gives results that are less accurate than the 40 per-
cent threshold approach (Craig, 1989). 2¢/d then gives the
ratio of vortex core diameter to injection hole diameter. Core
sizes are about the same even though peak vorticity varies.
2¢/d is then about 1.5-1.6 for vortices r, w, x, y, and z in
Tables 2-4. Also contained in the latter two tables are
parameters S and S1, which are discussed later in the paper.

Some of the data contained in Tables 2 and 3, as well as
other data from Craig (1989), are plotted in Fig. 5, which
shows that vortex circulation increases almost linearly with
vortex generator angle 4. Data are given for no injection, for
injection from the centerline injection hole only, and for injec-
tion from all 13 injection holes in the row. Because of the
similarities of these three sets of results, it is apparent that the
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Fig.7 Streamwise development of Stanton number ratios for different
vortex strengths with no film cooling. Free-stream velocity =10 m/s.
Vortex properties measured at x/d = 41.9. Spanwise vortex position e:
vortex downwash passes over the centerline injection hole. Symbols
given in Table 2.

injectant has little effect on vortex properties for a blowing
ratio of 0.5. Circulation magnitudes are calculated assuming
that all vorticity values less than a threshold are equal to zero.
The same numerical threshold of 76. (1/s) is then used
throughout this paper, chosen as the value equal to 10 percent
of the maximum vorticity of vortex r with no injection (Table
2). Other studies to investigate the influences of vortex
generator angle of attack on vortex properties include Eibeck
and Eaton (1987) and Westphal et al. (1987). Westphal et al.
(1987) employ criteria similar to the ones used in the present
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Fig. 8 Mean temperature field showing distributions of film injectant
with secondary flow vectors at x/d=41.9, m=0.5, free-stream veloci-
ty =10 m/s. Spanwise vortex position e: vortex downwash passes over
the centerline injection hole. Labels given in Table 3.

study to determine circulations, center locations, and sizes of
vortices, except vortex core length scales are based on vorticity
levels that are 50 percent of maximum values. .

In Fig. 6, mean streamwise vorticity distributions measured
at x/d=41.9 for m=0.5 are presented for different vortex

Journal of Heat Transfer

- 2.5m/s
12 e e e
10.5
_8f
S ef
- af
2.F
0.k
_ of
8 af
> C
2
0.
6
S af
> 2f
0.
_ef
> 2f
O.::
~ 6fF
£ C
L 4
SR
L RTTRY B 7
O_'{’{’rt'l‘{ Pp R f,l.’,l.',‘lrj
6 ]
S af 5
ik = =
=" 1l‘.‘ l‘ji?.el‘.tmuil Y :|¢.'¢1 | ‘.(77'1 :. 1J<E| nm.el i
-12. -8, -4, 0.0 4 8.
Z {cm)
T—T, (°C) RANGES
0: <05 5: 2.5 -3.0
2: 1.0-1.5 7: 3.5 -4.0
3: 1.5-2.0 8: 40-~45
4: 2.0-2.5 9: >4,

Fig. 9 Mean temperature field showing distributions of film injectant
with secondary tlow vectors at x/d =41.9, m=0.5, free-stream veloci-
ty =10 m/s. Spanwise vortex position h: vortex upwash passes over the
centertine injection hole. Labels given in Table 4.

generator angles. Figure labels are given in Table 3. Sizes of
the vortices and magnitudes of vorticity both increase as
vortex generator angle increases from O to 18 deg. Higher
levels of vorticity evidence larger gradients of secondary flow
vectors as one moves away from the vortex center. Because the
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vortex generators were oriented at spanwise vortex position e,
as listed in Table 1, the centers of the different vortices are all
at about the same location, i.e., Y=3.0 cm+0.1 cm and
Z=—-36cm=0.5 cm.

Heat Transfer and Injectant Distributions

In this section, experimental results are first presented,
which illustrate the influences of embedded vortices on tur-
bulent boundary layers with no film injection. The discussion
then focuses on the interactions of the vortices with injectant
from a single row of film cooling holes. For this part, ad-
dressed are the influences of the vortices on: (1) injectant
distributions, and (2) local heat transfer variations. Here, data
are presented for two different situations: one where the
vortex centers are located at Z= —2.5 ¢cm (spanwise position
e), and one where vortex centers are located at Z= + 1.3 cm
(spanwise position h).

Heat Transfer Distributions as Dependent Upon Vortex
Circulation for No Film Injection. In Fig. 7, Stanton
number ratios are presented to illustrate the variations in heat
transfer that result as the magnitude of vortex circulation is
changed. Data are presented for x/d ranging from 7.4 to 96.6
to show streamwise development. Spanwise locations of the
vortices are maintained at position e, and symbols used in Fig.
7 are given in Table 2 along with vortex characteristics for no
injection.

If the vortices have no effect on heat transfer, St/St, ratios
in Fig. 7 are 1.0. Examination of results at any streamwise
location for any magnitude of circulation indicates that ratios
are greater than 1.0 on the right-hand sides of the figure as a
result of vortex downwash regions, and less than 1.0 on left-
hand sides due to upwash regions. Between these two regions,
St/St, gradients exist along the length of the test section. With
the exception of data near the gradient for x/d<54.6, St/St,
then increases with circulation in the downwash region and
decreases with circulation in the upwash region. The largest
changes occur as circulation increases from 0.0 m2/s (no
vortex) to 0.019 m2/s (vortex z), and as circulation increases
from 0.019 m?/s to 0.041 m?/s (vortex y). As circulation
becomes greater than 0.085 m2/s, St/St, data are very similar
qualitatively and quantitatively for vortices r, w, and x.

The streamwise coherence of the vortices is evident because
ratio magnitudes are significantly different from 1.0 along the
entire length of the test plate. In fact, in the downwash region,
St/St, increases with x/d until x/d=36.6. After this, only
very small changes with streamwise distance occur. With these
characteristics, these data show agreement with qualitative
trends and quantitative magnitudes reported by Eibeck and
Eaton (1987) and Ligrani et al. (1989a).

Effects of Vortices on Distributions of Film Injec-
tion. Figures 8 and 9 quantify the distortion and rearrange-
ment of injectant by different strength vortices. These data are
given for a blowing ratio m of 0.5 at x/d =41.9. Figure 8 is for
spanwise vortex position e, where the vortex downwash passes
over the middle injection hole, and Fig. 9 is for spanwise
vortex position A, where the vortex upwash passes over the
middle injection hole. Thus, data in Figs. 8 and 9 were ob-
tained with the vortices passing within 2.9-3.4 core diameters
of the injection hole; a situation chosen because it results in
the greatest disturbance to injectant by vortices (Ligrani and
Williams, 1990). In each figure, data are presented for vortices
r, w, x, ¥, z, and for no vortex, where vortex properties and
figure labels are given in Tables 3 and 4. As for the situation
with no injection, the ratio of vortex core diameter to injection
hole diameter, 2¢/d, is 1.5-1.6. )

To quantify the influences of the vortex circulation on injec-
tant, S is used, which is defined as
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S=T/U%d

As such, § quantifies vortex strength relative to injection jet
strength. For all cases of the present study, U, and d are not
changed as the blowing ratio m is maintained constant and in-
jection geometry is not altered. If S is multiplied by d/2¢, the
parameter S1 is obtained to account for vortex size

S1=T/U%2¢c

For data in Figs. 8 and 9, S then ranges from 0.0 to 2.81 and
S1 ranges from 0.0 to 1.78, where values for individual vor-
tices are listed in Tables 3 and 4.

Measured secondary flow vectors are superimposed on each
part of Figs. 8 and 9 to illustrate how their magnitudes and
distributions relate to the reorganization of injectant by the
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different vortices. The same scaling for secondary flow vectors
is used throughout all parts of Figs. 8 and 9. Procedures to
determine injectant distributions were developed by Ligrani et
al. (1989a) and later also used by Ligrani and Williams (1990).
In these studies and the present one, injectant distributions are
qualitatively correlated to mean temperature distributions. To
do this, injectant is heated to 50°C without providing any heat
to the test plate. Thus, because the injectant is the only source
of thermal energy (relative to free-stream flow), higher
temperatures (relative to free-stream temperature) generally
indicate greater amounts of injectant. The temperature field is
therefore given as (7— T, ), and as such, shows how injectant
accumulates and is rearranged mostly as a result of convective
processes from the boundary layer and vortex secondary
flows, Diffusion of injectant heat accounts for some of the
temperature variations observed between injection hole exits
and measuring stations, but compared to convection, this is of
secondary importance. Because the vortices of the present
study are generated in the boundary layer, such levels of diffu-
sion are higher than if vortices were generated in the free-
stream by placing vortex generators in the settling chamber
upstream of the nozzle (Shabaka et al., 1985).

The data in Fig. 8 were obtained with a vortex whose center
passes —2.5 cm or — 1.67 core diameters from the centerline
of the middle injection hole (spanwise position e). Significant-
ly different injectant distribtions are present for the different
vortices. If no vortex is present, concentrations of injectant
are present in the boundary layer near the wall spaced about
3.0 cm apart at the same interval as injection hole spacing
(3d). With vortex z, which is relatively very weak, S equals
0.17 and S1 equals 0.11. Some distortion of the outer portion
of the boundary layer is evident from Z=—2 cm to —6 ¢cm
where secondary flow vectors are largest. Little disturbance to
the injectant occurs near the wall, except that small extra
amounts of injectant accumulate from Z= —5.0 cm to —10.0
cm. A similar situation qualitatively is present for vortex y
even though S is significantly greater, equal to 0.89
(S1=0.60). Added distortion of the film-cooled boundary
layer is apparent, although the secondary flows in the vortex
are still not strong enough to significantly disrupt injectant
coverage near the wall. The boundary layer is thinned slightly
near Z= —4.0 cm and some redistribution of injectant from
the middle hole seems to occur since less injectant is present
near Z=0.0 cm than at other locations where injectant
nominally accumulates near the wall, As for vortex z data, ex-
tra accumulation of injectant is evident with vortex y from
Z=—6.0cm to —10.0 cm as a result of convection of injec-
tant by secondary flows.

Significant distortion of injectant distributions and rear-
rangement of boundary layer fluid is evident with vortex x
where S equals 1.86 and S1 equals 1.26. The data in Fig. 8 in-
dicate that secondary flow vectors of vortex x are larger than
ones for vortices ¥y and z. For Z from 0.0 cm to —6.0 cm,
significant boundary layer thinning with little evidence of in-
jectant results with vortex x. Injectant, which is nominally
present near Z=3.0 c¢m, is also partially depleted from sec-
ondary flow convection. These locations correspond to a high
heat transfer region since the protection nominally provided
by the injectant is significantly reduced. This situation results
because the vortex downwash passes over the middle injection
hole, and the vortex center passes above the injection hole just
to the left of the middle hole (looking downstream). Ac-
cording to Ligrani et al. (1989a), with this situation, injectant
is swept to the side of the vortex in a very efficient manner.

The disruption and rearrangement of injectant is even more
severe for vortices w and r with respective S values of 2.33 and
2.81 (S1=1.53 and 1.75). As with vortex x, significant
amounts of injectant are swept into the vortex upwash and
above the vortex core by secondary flows, which increase in
strength with S and S1. However, secondary flows for vortices
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Fig. 11 Streamwise development of Stanton number ratios with film
cooling for different vortex strengths. Spanwise vortex position h:
vortex upwash passes above injection hole. Free-stream velocity =10
m/s, vortex properlies measured at x/d = 41.9. Symbols given in Table 4.

w and 7 are so intense that portions of injectant are also swept
around the entire circumferences of the vortex cores. The
disturbance is greatest when S equals 2.81 (vortex r). Here, the
protection provided by injectant is minimized near the wall for
Z ranging from —6.0 cm to 4.0 cm. As for other cases
presented in Fig. 8, a large accumulation of injectant is evident
for Z< —6.0 cm where low-velocity injectant collects, having
initially emanated from injection holes located at Z=0.0 cm
and Z= —3.0 cm. With vortex r, this injectant is then crowded
into the same region where injectant nominally collects from
holes located near Z= — 6.0 cm and —9.0 cm.

Injectant distributions in Fig. 9 were obtained for spanwise
vortex position A, a situation where the vortex upwash passes
over the middle injection hole. In this case, the vortex center
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passes only + 1.3 cm or 0.87 core diameters away from the
middle injection hole centerline, and the vortex center passes
between two injection holes at x/d=0.0. Ample evidence of
injectant near the wall beneath downwash regions is apparent
for vortices y and z. Values of S and S1 corresponding to these
two vortices are 0.91 and 0.26, and 0.63 and 0.17, respectively,
as presented in Table 4 along with other vortex properties. As
S reaches 1.67 and S1 reaches 1.11 (vortex x), the distribution
of injectant near the wall is disrupted significantly, a conclu-
sion consistent with results in Fig. 8. The disruption then in-
tensifies for S equal to 2.28 (vortex w) and 2.82 (vortex r), as
expected. These results are different from the ones obtained
with the middle hole beneath the downwash (Fig. 8) because:
(1) Smaller amounts of injectant accumulate near the upwash
side of the vortex as a result of secondary flow convection,
and (2) regions where film cooling protection is minimized are
smaller and contain more injectant, extending from Z=2.0 cm
to Z=6.0 cm for vortex r. Thus, general qualitative trends are
similar to the ones in Fig. 8, except the disruptions and distor-
tions imposed on the injectant distributions are somewhat less.
This trend is consistent with Ligrani et al. (1989a), whose main
conclusion is that the spanwise location of the vortex with
respect to injection holes is very important.

Viewing overall trends in Figs. 8 and 9, it is evident that
secondary flows are responsible for depletion of injectant near
the wall beneath the core and downwash, where local hot spots
may develop. The perturbation to film injectant is quantified
by the magnitudes of S and S1. When S is greater than 1-1.5
and S1 is greater than 0.7-1.0, a significant portion of injec-
tant is swept into the vortex upwash and above the vortex core
by secondary flows, and enough injectant is depleted near the
wall beneath the core and downwash to significantly reduce
the protection nominally provided by film cooling. With this
situation, injectant distributions show qualitative trends
similar to the thermal profiles of Eibeck and Eaton (1987) ob-
tained with a heated wall and no injection. When § is less than
1.0~1.5 and S1 is less than 0.7-1.0, some injectant remains
near the wall beneath vortex core and downwash regions
where it continues to provide some thermal protection.

Heat Transfer Distributions With Film Injection as De-
pendent Upon Nondimensional Vortex Circulation. Figures
10 and 11 present Stanton number ratios illustrating the in-
fluences of the different strength vortices on heat transfer in
boundary layers film cooled using a row of holes. Symbols are
listed in Tables 3 and 4, respectively, along with vortex
characteristics including circulation magnitudes and values of
S and S1. Results in Fig. 10 were obtained for vortex spanwise
position e and those in Fig. 11 were obtained using spanwise
position A4. To show streamwise development, each figure has
six separate parts for x/d of 7.4, 17.5, 33.6, 54.6, 75.6, and
96.6. In each part, St/St,, data are given for vortices r, w, x, y,
and z, along with St,;/St, data for no vortex. Comparison of
these data shows how St/St, change with vortex strength
relative to St,/St,. Here, St is the Stanton number with film
injection and a vortex, St, is the Stanton number with film
cooling only (no vortex), and St, is the baseline Stanton
number (no vortex and no film cooling).

One of the most striking aspects of data in Figs. 10 and 11 is
evident if they are compared with data in Fig. 7 for no injec-
tion. For smaller x/d, St/St, with injection differ markedly
from cases without injection. Initially, at x/d=7.4, the in-
fluence of the vortices is minimal if film injection is present.
As x/d increases to 17.5 and 33.6, perturbations from the vor-
tices gradually become more apparent in Figs. 10 and 11, until
x/d=154.6, when disturbances with injectant are qualitatively
very similar to the perturbations that result without injectant
(Eibeck and Eaton, 1987). Although quantitative details are
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different, data at this and larger x/d also show some
qualitative similarity to the local skin friction measurements
of Mehta et al. (1983) also obtained without injection and with
a single vortex.

Thus, initially downstream of injection locations, the film
rather than the vortices is most responsible for the spanwise
variations of heat transfer. This is because local heat transfer
variations are strongly affected by behavior in the near-wall
portions of boundary layers where injectant initially ac-
cumulates. In addition, the injectant is believed to push the
vortices slightly away from the wall (Ligrani et al., 1989a).
Some downstream development is thus required before
enough injectant is disturbed and swept away from the wall by
vortex secondary flows to cause high St/St, (even though cir-
culation decreases with streamwise development).

When the vortices influence local St/St,, qualitative trends
in 10 and 11 are similar to those in Fig. 7 for no injection even
though the mechanisms that result in changes to wall heat
transfer are more complicated. In Figs. 10 and 11, St/St, are
higher than St,/St, near vortex downwash regions at larger Z.
Because of the downwash and other nearby secondary flows,
injectant is depleted, the local boundary layer is thinned, and
free-stream fluid is convected very near the wall. St/St, are
lower than St,/St, at smaller Z in the vicinity of vortex up-
wash regions. The upwash and nearby secondary flows serve
to sweep extra injectant into these regions giving added ther-
mal protection. In addition, boundary layer fluid and injec-
tant are convected away from the wall, resulting in a thicker
local boundary layer. Once the vortices begin to influence
local near-wall boundary layer behavior, St/St, gradients exist
along the remaining length of the test surface.

Referring to Fig. 10 for spanwise vortex position e, only
minimal St/St, changes with S occur for x/d="7.4. For larger
x/d, St/St, values generally increase with S and SI in the
downwash region, where the most significant St/St, changes
result as S increases from 0.89 to 1.86 and S1 increases from
0.60 to 1.26. One exception to this St/St, trend with S and S1
is evident for vortex w data where S=2.33 and S1=1.53. This
data set is somewhat suspect, since its values are slightly incon-
sistent with §=1.86 and S=2.81 data at x/d=75.6 and 96.6.
All other data show consistent trends. When S increases from
0 to 0.17, or from 0.17 to 0.89, St/St, increases noticeably
only when x/d=33.6. For x/d greater than 75.6, changes with
streamwise distance are quite small. The largest St/St, values
are observed with $=2.81 and S1=1.75. Here, maximum
ratios are about 1.03, which amounts to a 25 percent increase
over ratios with film cooling only.

In upwash regions, St/St, data are noticeably lower than
St;/St,, data on the left-hand portions of Fig. 10 when
x/d=33.6. For these locations, different data sets follow the
same qualitative trends (relative to St,/St, data for $=0.0)
with about the same quantitative magnitudes regardless of the
values of S or S1. Because of this, these results are different
from upwash region data in Fig. 7 where St/St, show some
decrease with increasing S and S1.

Stanton number ratio variations for x/d=33.6 and
x/d=54.6 in Fig. 10 correlate well with injection distributions
presented in Fig. 8 for x/d =41.9. For each vortex, high St/St,
correspond to regions where injectant is depleted. The right-
hand extents of these depleted regions range from Z= —2.0
cm to Z=4.0 cm, depending upon S and streamwise location.
For x/d=33.6, the left-hand extents of these regions end
somewhat abruptly near Z= —6.0 cm for the vortices r, w, x,
and y. This location corresponds to significant spanwise gra-
dients in the concentration of injectant near the wall, as well as
to spanwise St/St, gradients between high and low St/St,
regions (relative to St,/St,). The location does not vary
significantly for the different vortices because distances be-
tween vortex centers and the middle injection hole centerline
are maintained about constant. Regions of significant injec-

Transactions of the ASME

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tant accumulation at Z smaller than — 6.0 cm are then at the
same locations where St/St, <St,/St,,.

Although significant quantitative differences exist, Stanton
number ratios in Fig. 11 for spanwise position A show
qualitative similarity to distributions in Fig. 10 for position e.
At x/d =1.4, the vortices have little influence on the spanwise
variations of St/St,. For larger x/d, St/St, increases with S
and S1 in the downwash region. The most significant changes
occur as S increases from 0.91 (vortex y) to 1.67 (vortex x).
Noticeable changes also occur as S increases from 0.0 (no
vortex) to 0.26 (vortex z), and from 0.26 to 0.91. Spanwise
variations of St/St, are very similar for $=2.28 (vortex w)
and $=2.82 (vortex r) for all x/d.

St/St, in upwash regions shown on the left-hand sides of
plots in Fig. 11 show almost no variation with S and S1 at par-
ticular x/d and Z. In addition, the differences between the
St/St, data with vortex and St,/St, film-cooling data without
a vortex are very small. Thus, for spanwise position A4, the
vortex has less influence on injectant distributions than for
position e. According to Ligrani et al. (1989a), this is because
with position #, injectant is swept to the side of the vortex less
vigorously than with position e. The spanwise position of the
vortex with respect to film injection locations is very impor-
tant and with position A, the vortex upwash passes over the
middle injection hole such that the vortex center passes be-
tween two injection holes at x/d=0.0. Injectant distributions
in Fig. 9 for x/d =41.9 are consistent as they indicate little ex-
tra accumulation of injectant in upwash regions compared to
distributions in Fig. 8.

As for results in Fig. 10, significant spanwise gradients of
injectant near upwash regions are partially responsible for the
spanwise gradients of St/St, shown in Fig. 11 for position 4.
For h, spanwise gradients are approximately located at
Z=—2.0 cm, and persist for all x/d greater than 17.5. The
spanwise extents of high St/St, regions to the right of these
gradients seem to have larger spanwise extents, and in some
cases, slightly smaller peaks than distributions in Fig. 10 for
position e. These differences are mostly due to the ways in
which injectant is swept away from and depleted from these
regions of high heat transfer.

Generally, these trends are consistent with results for dif-
ferent vortex positions given by Ligrani et al. (1989a). Vortex
positions A and C from that study are about the same with
respect to injection holes as vortex position e. Vortex position
Bin Ligrani et al. (1989a) is then about the same as location &
in the present work. However, because different blowing
ratios are used (/= 1.0 there) and because the ways in which
vortices are located in the two works are slightly different,
direct quantitative comparison of results between the two
studies is not possible.

The most important general conclusion from the present
Stanton number results is that the magnitudes of parameters S
and S1 determine whether perturbations to local heat transfer
are significant. This is consistent with the injection distribu-
tion results discussed earlier. When S is greater than 1-1.5 and
S1 is greater than 0.7-1.0, injectant is swept into vortex up-
wash regions and above vortex cores by secondary flows.
Stanton number ratios indicate that injectant is present near
the wall beneath the vortex core and downwash for x/d up to
7.4, and in some cases, 17.5. For larger x/d, local hot spots are
present as indicated by Stanton numbers that are locally
greater than in film-cooled boundary layers without vortices.
When S§<1.0-1.5 and S1<0.7-1.0, some injectant remains
near the wall beneath the vortex core and downwash where it
continues to provide some thermal protection. For
§=0.17-0.26, Stanton number ratios substantially less than
1.0 indicate that thermal protection is provided for x/d values
at least up to 96.6. For $§=0.89-0.91, Stanton number ratios
substantially less than 1.0 indicate that thermal protection is
provided for x/d values up to about 54.6.

Journal of Heat Transfer

Summary and Conclusions

Results are presented that illustrate the effects of single
embedded longitudinal vortices on heat transfer and injectant
downstream of a row of film-cooling holes in a turbulent
boundary layer. Attention is focused on the changes resulting
as circulation magnitudes of the vortices are varied from 0.0 to
0.15 m?/s. The ratio of vortex core diameter to hole diameter
is about 1.5-1.6, and the blowing ratio is approximately 0.5.
Film-cooling holes.are oriented 30 deg with respect to the test
surface. Stanton numbers are measured on a constant heat
flux surface with a nondimensional temperature parameter
of about 1.5. Two different situations are studied: one where
the middle injection hole is beneath the vortex downwash, and
one where the middle injection hole is beneath the vortex up-
wash. For both cases, vortices pass well within 2.9 vortex core

diameters of the centerline of the middle injection hole.
To quantify the influences of the vortices on the injectant,

two new parameters are introduced. S is defined as the ratio of
vortex circulation to injection hole diameter times mean injec-
tion velocity. S1 is defined as the ratio of vortex circulation to
vortex core diameter times mean injection velocity. The most
important conclusion is that the perturbation to film injectant
and local heat transfer is determined by the magnitudes of S
and S1, where S is varied from 0 to 2.82 and S1 is varied from
0.0 to 1.78. When S>1-1.5 or S1>0.7-1.0, injectant is swept
into the vortex upwash and above the vortex core by second-
ary flows, and St/St, data show evidence of injectant beneath
the vortex core and downwash near the wall for x/d up to 7.4
and in some cases, 17.5. For larger x/d with such situations,
local hot spots are present, and the vortices cause local Stanton
numbers in the film-cooled boundary layers to be augmented
by as much as 25 percent relative to film-cooled layers with
no vortices.

When S<1-1.5 or when S1<0.7-1.0, some injectant re-
mains near the wall beneath the vortex core and downwash
where it continues to provide some thermal protection. For
S1=0.11-0.17, Stanton number ratios substantially less than
1.0 indicate that thermal protection is provided for x/d values
at least up to 96.6. For S1=0.60-0.63, Stanton number ratios
substantially less than 1.0 indicate that thermal protection is
provided for x/d values up to about 54.6.

In some cases, the protection provided by film cooling is
augmented because of the vortex when secondary flows cause
extra injectant to accumulate in one area. This occurs near up-
wash regions when the vortex center passes directly above an
injection hole such that the downwash is above the middle in-
jection hole (vortex spanwise position e). S values must be
greater than about 0.17 (S1>0.11) and x/d> =33.6.
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Transfer From a Horizontal
Circular Cylinder to Liquid Metals

The objective of the present study is to clarify the heat transfer characteristics of
natural convection around a horizontal circular cylinder immersed in liquid metals.

Experimental work concerning liquid metals sometimes involves such a degree of
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error that it is impossible to understand the observed characteristics in a measure-
ment. Numerical analysis is a powerful means to overcome this experimental dis-

advantage. In the present paper we first show that the Boussinesq approximation
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is more applicable to liquid metals than to ordinary fluids and that the present
analysis gives accurate heat transfer rates, even for a cylinder with a relatively large
temperature difference (> 100 K) between the heat transfer surface and fluid. It is

Jound from a comparison of the present results with previous work that the cor-
relation equations that have already been proposed predict values lower than the

present ones.

Introduction

Although the heat transfer by natural convection from a
horizontal circular cylinder immersed in an infinite medium
has been extensively studied, little information is available
concerning liquid metal media. A survey of the literature in-
dicated that there have been three experimental studies (Hyman
et al., 1953; Fedinskii, 1958; Kovalev and Zhukov, 1973) that
reported mutually different results, the highest Nusselt number
of which was approximately twice as large as the lowest. In
the case of liquid metal, it is generally recognized that results
among different workers mutually differ owing to various ex-
perimental difficulties. This result shows that the same problem
occurs in natural convection about a horizontal cylinder.

In many types of engineering application in which heat is
removed by means of forced-circulation of the coolant, it
sometimes becomes very important to understand the thermal
behavior of the system when forced flow is suddenly lost. The
liquid-sodium-cooled, fast breeder reactor is a typical case;
even when the reactor is shut down, a low level of heat gen-
eration continues due to the decay of fission products. Thus,
in an extreme situation during a loss of the power supply to
all coolant pumps, including their emergency backup systems,
the only means of removing decay heat from the reactor is by
natural convection.

From those practical viewpoints, we must have sufficient
knowledge concerning heat transfer by natural convection from
liquid metals. However, as mentioned above, even the heat
transfer characteristics of natural convection around a hori-
zontal circular cylinder, which is one of the most fundamental
configurations, is not sufficiently understood. Therefore, as a
first step for obtaining practically needed knowledge, heat
transfer by natural convection from a horizontal circular cyl-
inder to a liquid metal must be studied by means of numerical
analysis.

From the viewpoint of safety analysis in a fast breeder re-
actor, heat transfer at that time when a relatively large tem-
perature difference between the cylinder surface and liquid
metal occurs is important, since a required amount of heat
must be removed by a limited number of tubes arranged within

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEeAaT TrANSFER. Manuscript received by the Heat Transfer Division September
10, 1987; revision received January 24, 1990. Keywords: Liquid Metals, Natural
Convection, Numerical Methods.
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arestricted space. Therefore, we first examine the adaptability
of the governing equations used here for this purpose and then
report on the heat transfer characteristics of liquid metals in
this system.

Examination of Governing Equations

The continuity, momentum, and energy equations for a fluid
of variable properties can be written as follows:

ap aU,'
B —1 -0 1
vi axi e 3x,~ ( )
av; orP Oy o
ety 44 o 2
pY; ax; ax, PETE Gy T iy @)
and
T T 9N dT
pCvi— =ANT5 + ——— 3)
P ox; axy  ox; Ox;
where

_ v dy 29y o
YT o, T ox 3ax !

Since the physical properties of liquid metals vary almost
linearly over a large temperature range, 200 K or more, there
is no problem in assuming linearized Taylor expansions. Hence,
equations for the physical properties can be written as

o =poll — ao(T— Tp)] 4)
p=poll +Bo(T— Ty)] (5)
Cp= Cpoll +vo (T~ Tp)] (6)
and
A= N1+ 6o(T— Tp)] 9
where
_tap o lm o 1ag, 1@
T par U pare YU g er PThaT

The linearized property equations, (4)-(7), are substituted
into equations (1)-(3); then the equations are nondimension-
alized. The resulting equations are

a6 av;
—61Via—Xi+ {1_6'(0_90”6_)(,: (8)
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Table 1 Fluid property coefficients of typical liquid metals and air

Air (293 ~373 K) Na (550~ 1050 K) K (550~950 K)
/AT 3.43~2.70%x 1073 2.71~3.14x107% 2.95~3.66x10"*
e/AT 2.55~2.02% 1073 ~2.32~~-1.03x10"3 ~2.17~-1.13x 1073
&/ AT 1.04~1.04x 10~ —1.48~0.00% 10~ ~1.17~3.12x 1074
e/ AT 3.05~2.30x 1073 -6.27~-9.10x 1074 ~7.80~ —-7.90x107*
(e, — e)/AT 3.33~2.60% 1073 4.19~3.14x 10~* 4.12~0.54% 1074
Li (550~ 1450 K) Hg (300~ 500.K) NaK,s.4 5 (450~ 700 K)
‘e/AT 1.78~2.41x 1074 1.83~1.72x 10~ 3.00~3.18x107*
&/AT —1.63~—1.00x1072 —3.62~—1.08x 107> ~2.93~—1.73%10"°
e3/AT —9.28~0.00%x10° —21.6~-7.35%x10"° —4.43~-3.52x10"*
s/ AT 10.1~2.00x 10~* 29.0~ —7.87%x10* 5.38~4.74x107*
(6, - &)/AT 2.71~2.41%x 1074 3,99 ~2.46x 104 7.43~6.70x 1074
v, a(P-P,) , of liquid metals is slightly smaller than that of air, except those
{1—€e(0—60)}V; ax - ax t (60— 0,)Pr°Gr; of Hg and NaK at a lower temperature range.
4 i To examine the effect of the terms including parameters ¢,
aT., 30 we first look at equation (8). Choosing 6, as the average of
+Pr{l+e(0—00)) Eill + Pr el e ®)  wall and far fluid temperatures, the value of ¢,10—6,! in the
v J second term of the left-hand side is at most ~0.5 ¢,. Hence,
and if 1+¢10—6,! is approximated as 1, an error of at most
30 PO 30\ 2 ~0.50pAT would be included in this term. This error is ob-
(I=(e,— )00}V, 7 =1 +e60—0p)) - + & <——> viously directly proportional to AT. We can therefore maintain
0X; 0%; aX; this term within the desired error level by restricting the value
0 . A quantitative evaluation of the first term of equation
(10) fAT. A titati luati f the first t f t

where €= O(()A T, €y = ﬁoA T, €3= ’Y()AT, and €4 = 60A T.

By requiring that all the ¢; parameters be small so that the
terms they multiply are small, we can obtain simple equations
from equations (8)-(10), which are known as the Boussinesq
approximation. The matter to be discussed is under what con-
dition the terms multiplied by the ¢; parameters are negligible
for an evaluation of practical Nusselt numbers. In order to
make an examination, ¢; parameters of air and typical liquid
metals are shown in Table 1. As can be seen, for the same
temperature difference, AT, parameters e, and ¢, of liquid
metals are sufficiently smaller than those of air, except ¢, of
mercury at the lower temperature region. The parameter e;
always appears with ¢, in the form of ¢, — ¢; in equation (10).
As shown in the table, ¢, — ¢; of liquid metals is also sufficiently
smaller than that of air. We can also say that the ¢, parameter

(8) is difficult. However, it is reasonable to estimate that the
first term in the case of liquid metal is sufficiently smaller than
that of air when compared with each second term, since the
¢; of metal is about one order smaller than that of air for
system with the same AT,

In the same manner, an evaluation of terms including ¢; in
equations (9) and (10) is possible. However, since ¢, of liquid
metals is about the same magnitude as that of air, an expla-
nation is necessary for the terms including e, in the right-hand
side of equation (9). In these terms the magnitude of Pre,
should be compared with that of air. These terms of liquid
metal are obviously smaller than those of air because of the
small Prandtl number of liquid metal.

From this examination it is clear that in the Boussinesq
approximation the terms multiplied by ¢; parameters can be
neglected in equations (8)—-(10); this is more applicable to liquid

Nomenclature
a = thermal diffusivity T, temperature at cylinder tion rate tensor =
C, = specific heat at constant surface vy d*/a
pressure T, temperature at far re- €;~¢, = dimensionless param-
d = cylinder diameter gion horizontal to cylin- eters
g = acceleration due to der center 7, £ = dimensionless coordi-
gravity AT=T,-T, nates defined by equa-
g; = component of g in the v; velocity component in tion (14)
coordinate direction x; direction x; 0 = dimensionless tempera-
Gr = Grashof number = V; = dimensionless velocity ture = (7T—T,)/AT
gaATd /v component in direction N = thermal conductivity
Gr; = Grashof number in the xi=v;d/a u = dynamic viscosity
coordinate direction X,y horizontal, vertical co- v = kinematic viscosity
X;=gaATd /v ordinates p = density
A = heat transfer coefficient X, Y = dimensionless hori- Y = dimensionless stream
Nu = Nusselt pumber = hAd/\ zontal, vertical coordi- function
p = pressure nates = x/d, y/d «w = dimensionless vorticity
P = dimensionless pressure Xi coordinates in tensor .
=p ey 0 notation Subscripts
Pr = Prandtl number = v/a a B, v, 6 fluid property coeffi- m = mean value
Ra = Rayleigh number = cients o = value at (T, + To,)/2
GrPr Vij deformation rate tensor § = surrounding value
T = temperature ; = dimensionless deforma- 7 = local value
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metal than to air for the same magnitude of AT. Using another
expression, if we allow the same tolerance of error for both
numerical results of liquid metal and air, the Boussinesq ap-
proximated equations would be much more applicable to the
natural convection of liquid metal with a temperature differ-
ence AT significantly larger than that of air.

Governing Equations and Difference Approximation

Using the dimensionless vorticity and stream function for
the flow field, the basic equations (8)-(10) in which the terms
including ¢; are neglected can be written as
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Figure 1 shows the coordinate system. The dimensionless
variables £ and 5 are related to X and Y as follows:

E+i(n/2—n)=In(X+iY) (14)

The flow is considered to be symmetric about the vertical plane
passing through the center of the cylinder. The boundary con-
ditions on the cylinder surface and the symmetric line are

£=In(1/2); 6= —1, w= —43%/3E%, ¥ =0
=0, m; 00/0n=0, w=0, y=0

The outer boundary is divided into two parts: one with fluid
coming to the solution domain and the other with fluid leaving
it. The fluid is assumed to approach the cylinder radially with
the same temperature as that at the far distance in the inflow
part and to leave the cylinder radially at the fluid temperature
in the outflow part. If the change from inflow to outflow
occurs at 1;,, the outer boundary condition is written as follows:
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The 7,, depends on Grashof number. We first confirmed in
a preliminary calculation that, if the outer boundary is set far
from the cylinder, the change of 7;, does not influence the
temperature and flow fields except for a small region near the
7, position. Based on this fact, 5;, is set at 5#/6 in the present
study,

A finite-difference method (Gosman et al., 1969) is used to
solve the basic equations numerically. Although a central dif-
ferencing scheme is used for the diffusion terms, the convection
terms are approximated by an upwind difference to preserve
the stability of the numerical scheme. The outer boundary is
set at a distance of 127(d/2). The radial and angular grid
numbers are 110 and 73, respectively. These numbers are de-
termined after assuring that there is no substantial difference
of calculated results, even when using a double grid number
in the ¢ and n directions, respectively. The radial grid spacing
is basically 0.05 (= A¥f), although this is reduced to as low as
0.01 near the cylinder. The angular grids are equally spaced.
The iteration is terminated when the current local Nusselt num-
ber agrees down to the second decimal place with the previous
one. It is confirmed that the temperature and flow fields con-
verge sufficiently when this criterion is used.

Results and Discussion

Before discussing the heat transfer characteristics of liquid
metals, we must examine the accuracy of the results obtained
in the present analysis. From this viewpoint, we first obtained
Nusselt numbers for air; these have been reported sufficiently
by many workers. The results are shown in Fig. 2. The cor-
relation equations proposed by Fujii et al. (1982) and Morgan
(1975), which are thought to be reliable, are also presented in
the same figure. It is obvious that the present results are be-
tween the two correlation equations over a range of
10° < Ra < 10¢. The present results also agree with the numerical
results obtained by Kuehn and Goldstein (1980) within 3.5
percent over the range shown in Fig. 2.

A closer comparison between the present results and the
experimental results for air is presented in Fig. 3. The exper-
imental data were taken from the paper of Fand et al. (1977).
The numerals shown in the figure are the temperature differ-
ence between the cylinder surface and far fluid, A7. While the
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Fig. 3 Comparison of the present result with the air data of Fand et
al.

difference between the present result and their data exceeding
AT=96.3 K consistently increases with increase in AT, a good
agreement is obtained for the data with temperature differences
less than AT=96.3 K, except for only one with AT=16.3 K.
Fand et al. estimated their experimental error to be within 4
percent. Hence we may regard the discrepancy at AT=16.3 K
as experimental error. This comparison shows that the Bous-
sinesq approximation is applicable with a good accuracy to
the natural convection problem with a temperature difference
of about 100 K between the heat transfer surface and the far
fluid for the purpose of predicting practical Nusselt numbers.

Since, as shown in Table 1, ¢, Pre,, €4, and ¢; — ¢; of liquid
metals are sufficiently smaller than those of air for practical
temperature ranges, if we can tolerate the same magnitude of
error as that of air to the natural convection problems of liquid
metal, the Boussinesq approximation would be applicable to
a temperature difference twice (or more) as large as that of
air with a reasonable accuracy. Experiments with liquid metals
inevitably give a considerably larger error than that for air.
As a result of this experimental difficulty, a numerical analysis
of liquid metal is very useful, even if a small amount of error
is involved.

To show a distinctive feature of liquid metals, the streamlines
and isotherms of both air and a liquid metal for the same
GrPr? number are shown in Fig. 4. Although the Grashof
number has a difference of the order of 104, the thermal bound-
ary layer thickness of the liquid metal is about the same as
that of air owing to the low Prandtl number of liquid metal.
Even in this GrPr? number, which is the highest value calculated
in this study, the thermal boundary layer thickness is approx-
imately equal to the cylinder radius. Therefore, it is obvious
that curvature effects are always involved in the Nusselt num-
ber of liquid metals.

Typical local Nusselt numbers of liquid metals are shown
as a function of the angle in Fig. 5. There is no essential
difference between the results at Pr=0.02 and Pr=0.007. In
the heat transfer process of low Prandtl number fluids, fluid
inertia plays a much more important role compared with vis-
cous effects, since the thermal boundary layer spreads much
wider than that of ordinary fluids, like air, for the same Grashof
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number. To confirm this point, results neglecting viscous ef-
fects are shown in the same figure. To obtain these results the
following equation is used instead of equation (11):

8 (o2)- 2 (a2
") e \"at) "

a6
— et GrPr? <sin "3 + cos 1 %)

The parameter that appears in this equation is only GrPr?. The
calculation is made under a slip flow condition at the cylinder
surface. The difference between viscous flow and inviscid flow
is within 14 percent. From these comparisons we can see that
fluid inertia is much more important in low Prandtl number
fluids.

The mean Nusselt number for liquid metals is shown in Fig.
6. For the above reason the parameter GrPr? is used in the
abscissa of this figure. The results for Prandtl numbers of
0.004 and 0.02 can be expressed with a tolerance of 3.5 percent
as follows: ‘

(17
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Nu,,=1.11(GrPr)*%  (4=GrPr2=7000)  (18)

We recommend that this equation be used in the region
Gr=1.5x 10® according to Fedinskii’s experiments (1958). The
Prandtl number range from 0.004 to 0.02 corresponds well to
that of liquid metals. A Prandtl number of 0.07, which is
especially large for a liquid metal, corresponds to a value near
the melting point of lithium. The values of this Prandtl number
are about 5 percent different from equation (18). We also
confirm that the mean Nusselt numbers in the case of a uniform
wall heat flux are 5 to 7 percent higher than those in the present
uniform wall temperature, This difference is not large. There-
fore, equation (18) is very useful for evaluating practical mean
Nusselt numbers of liquid metals.

Here, we must also mention the following point. The ex-
ponent of GrPr? in equation (18) is 0.196. When curvature
effects are negligible, as is well known in ordinary fluids, the
exponent of GrPr? is 0.25. According to Morgan’s equation
(1975), the gradient of the curve of the mean Nusselt number
for air is 0.188 when Ra< 10* This means that a curvature
effect is involved when Ra<10*. Ra=10* corresponds to
GrPr? = 7000, since the Prandtl number of air is 0.7. Hence,
we can easily suppose that the mean Nusselt numbers of liquid
metals involve curvature effects when GrPr?< 7000, since the
thermal boundary of a liquid metal is as thick as that of air
and the velocity of a liquid metal is much higher than that of
air near the cylinder, as shown in Fig. 4. From these points
the exponent of 0.196 in equation (18) is reasonable.

A comparison of the present result with two empirical equa-
tions previously reported is shown in Fig. 7. Hyman et al.
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Fig. 8 Comparison of the present result with Fedinskii’s experimental
results

(1953) proposed the following equation based on their own
experiment with liquid metals:

Nu,,=0.53(GrPr?)%2 (19)

Borishanskii et al. (1967) in their book recommended the fol-
lowing correlation for liquid metals:

Nu,, =0.67(GrPr})°% 20)

As shown in Fig. 7. both equations show a lower value than
the present result.

Hyman et al. conducted their experiment using a relatively
small test chamber. Thus, it is obviously supposed in their
experiment that a wall effect would be included in their results
because of the very thick thermal boundary layer of low Prandtl
number fluids. Borishanskii et al. proposed the use of equation
(20) for practical purposes, taking Fedinskii’s experimental
results into account. However, they used an exponent of 0.25
in their equation without any examination. For this reason a
discrepancy between the present equation and theirs occurs in
the low GrPr? number region, which is important for liquid
sodium,

We also show the experimental result for liquid sodium
found by Kovalev and Zhukov (1973) in Fig. 7. They used a
vertical cylinder vessel 840 mm in length and 198 mm in di-
ameter. The cross-sectional area was about three times as large
as that of Hyman et al. Thus, errors due to the vessel capacity
would be less than those of Hyman et al. The agreement be-
tween the present result and theirs is not bad for a liquid metal,
but their result for the average gives a somewhat higher value
than the present one.

Figure 8 shows a comparison of the present results with
those of Fedinski for sodium, tin, and mercury (1958). We
cannot find exact Prandtl numbers for these data; thus, the
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present results are shown for the maximum and minimum
Prandtl number of each liquid metal. For liquid sodium, the
present result corresponding to Pr=0.004 is found to be in
good agreement with Fedinskii’s data. The experimental results
for tin almost fall between the present results in a lower Ra
number region; however, some points are somewhat above the
line, corresponding to Pr=10.015 in a higher Ra number region.
It would be possible to explain this tendency from a difference
of boundary condition at heat transfer surface between ex-
periment and analysis and some amount of experimental er-
rors. Although the data for mercury are rather scattered, the
tendency between the present results and experimental values
is about the same as for tin.

Conclusion

In the present study numerical solutions for natural con-
vection from a horizontal circular cylinder immersed in liquid
metals have been obtained. We first show that the Boussinesq
approximation is more applicable to liquid metals than to gases
with a good accuracy. From a comparison of the present result
of air with the experimental value of Fand et al., it is confirmed
that the Boussinesq approximation is reasonable for predicting
practical heat transfer rates of liquid metals, even in a system
having a large temperature difference of more than 100 K
between the heat transfer surface and the far fluid.

After this examination, we carried out numerical calcula-
tions for liquid metals and proposed a new correlation equation
for the mean Nusselt number. It was found from a comparison
with previous studies that the correlation of Hyman et al.
always predicts a lower Nusselt number than the present one
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and that of Borishanskii et al. predicts a lower value than the
present one in the low GrPr? number region. The present result
is also found to be in reasonable agreement with Fedinskii’s
data. ’
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Correlations for Natural Convection
Between Heated Vertical Plates

This paper presents the numerical results of natural convective flows between two
vertical, parallel plates within a large enclosure. A parametric study has been con-
ducted for various Prandtl numbers and channel aspect ratios. The results are in
good agreement with the reported results in the literature for air for large aspect
ratios. However, for small aspect ratios, the present numerical results do not agree
with the correlations given in the literature. The discrepancy is due to the fact that
the published results were obtained for channels where the diffusion of thermal
energy in the vertical direction is negligible. The results obtained in this paper in-
dicate that vertical conduction should be considered for channel aspect ratios less
than 10 for Pr=0.7. Correlations are presented to predict the maximum
temperature and the average Nusselt number on the plate as explicit functions of the
channel Rayleigh number and the channel aspect ratio for air. The plate temperature
is a weak function of Prandtl number for Prandtl numbers greater than 0.7, if the
channel Rayleigh number is chosen as the correlating parameter. For Prandtl
numbers less than 0.1, the plate temperature is a function of the channel Rayleigh
number and the Prandtl number. A correlation for maximum temperature on the
plate is presented to include the Prandtl number effect for large aspect ratio
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channels.

Introduction

The problem of cooling heated, vertical, parallel plates by
natural convection has been of considerable interest to the
electronics industry. The history of the modeling of such a
problem has been a sequence of refinements and successive ap-
proximations. The simplest model of heat transfer in such a
situation was proposed by Elenbaas (1942) who made heat
transfer measurements of natural convective flow between two
isothermal vertical plates. He determined that in the limit of
small gap width, Nusselt number is proportional to channel
Rayleigh number, Ra. His experiments were conducted for a
wide range of Rayleigh numbers, 0.2 <Ra< 10°, The similari-
ty solution for a single plate with isoflux boundary condition
was obtained by Sparrow and Gregg (1956). They also pro-
posed a correlation for the plate temperatures as a function of
the Rayleigh number based on the integral solution. Bodoia
and Osterle (1962) studied the problem of parallel isothermal
plates numerically, employing boundary layer assumptions
and assuming uniform inlet velocity temperature profiles.
Their results were in good agreement with Elenbaas’ (1942)
results. Sobel et al. (1966) solved the same problem numerical-
ly for vertical plates subjected to the constant heat flux
boundary condition.

The next stage of modeling, i.e., asymmetric heating of the
plates, was carried out by Aung (1972) who presented
analytical solutions for the temperature and velocity fields for
laminar, fully developed flows. His resulis are independent of
any assumptions regarding the entrance temperature and
velocity profiles. An important result from these solutions is
that the temperature field is fully developed if the velocity
field is fully developed. This implies that the development
length for the temperature field is at most equal to the
development length for the velocity field. A consequence of
this result is that the thermal development length is inde-
pendent of Prandtl number. This result is different from that
of forced convective flows where the ratio of the development
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HeaT TRANSFER. Manuscript received by the Heat Transfer Division August 31,
1988; revision received May 8, 1990. Keywords: Electronic Equipment,
Enclosure Flows, Natural Convection.
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length for velocity and temperature is a function of Prandtl
number.

Aung et al. (1972) solved the asymmetrically heated plates
for the developing flow situation computationally. Their
assumptions were the same as those made by Bodoia and
Osterle (1962). They found that the flow was fully developed
for Ra=<0.14. They also found that their solutions deviated by
about 10 percent from the single plate solution of Sparrow and
Gregg (1956) even at Ra= 10°. Their experimental determina-
tion of local heat transfer rate on the plates using the Schlieren
method was in good agreement with their numerical
predictions.

Wirtz and Stutzman (1982) experimentally studied natural
convection between two vertical plates subjected to equal
uniform heat fluxes for 18.8 < Ra <2414, Their results agreed
well with the computational results given by Aung et al. (1972)
for symmetric heating. They presented a correlation using the
method of Churchill and Usagi (1972) for 18.8 <Ra=<2414 as
follows:

L ) ~ 0.144 Ra$
b/ (1+0.0156 Ra%9)03

The asymptotic limits used by them were the fully developed
solution of Aung (1972) and a correction to the single plate
solution of Sparrow and Gregg (1956). Johnson (1986) com-
pared predictions made by the correlation of Wirtz and Stutz-
man (1982) with recent data and found that the correlation
was reliable only for Ra =< 1000. For Ra> 1000, the correlation
equation (1) was found to overpredict the heat transfer.
Chung et al. (1981) studied the combined mode of natural con-
vection and forced convection in a channel using the Galerkin
principle. They obtained velocity profiles and Nusselt
numbers for fluids with low Prandtl number and found that
low Prandtl number fluids are more effective in transferring
heat by natural convection.

Thus, the literature survey indicates that the maximum
temperature is a function of only channel Rayleigh number.
The assumptions that were made by earlier researchers in their
computational studies were that: (&) the inlet temperature and
velocity profiles are uniform; (b) the only mode of heat

Nu (Y= ')
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transfer from the channel is natural convection; and (c) the
channel aspect ratio is so large that the boundary layer ap-
proximations are valid. All of the above computational and
experimental work in the literature were carried out in situa-
tions where the above assumptions were valid, i.e., in channels
of large aspect ratio. Assumptions (b) and (c) are not valid
for channels of moderate aspect ratio. Diffusion of thermal
energy in the vertical direction becomes important for low Ra
and moderate channel aspect ratios. Aihara (1973) and
Nakamura et al. (1982) used boundary layer approximations
for flow between isothermal plates; however, they did not
make the assumption of uniform inlet temperature and veloci-
ty profiles.

Bar-Cohen and Rohsenow (1984) developed an integral for-
mulation for fully developed laminar flow for symmetric as
well as asymmetric thermal situations. They also consolidated
the experimental data of others and, using the method of
Churchill and Usagi (1972), obtained correlations for all the
vertical plate situations described earlier. They demonstrated
how these correlations may be used with appropriate design
criteria to make first-order estimates of temperatures and heat
transfer for electronic equipment. Recently, O’Meara and
Poulikakos (1987) have experimentally studied the
phenomenon of cooling by natural convection of an array of
vertical plates with uniform and equal heat fluxes placed in an
enclosure. The effect of several factors on the plate
temperature distribution was determined. These factors are
the spacing of the plates, the effect of the floor, and the effect
of the ceiling. Extensive data are not available for correlation
or comparison. It was found that the ceiling had the most
significant effect on heat transfer. They determined that the
ceiling was required to be at least ten times the height of the
plate away from the plate if it is not to impede heat transfer
from the plate.

The enclosure is postulated so that no assumptions re-
garding the entrance velocity and temperature profiles are re-
quired to be made. The assumptions (a), (), and (c) listed
above are relaxed by solving the two-dimensional problem
elliptically. The plate temperatures obtained in this study were
compared with the experimental results of Wirtz and Stutz-
man (1982) for large channel aspect ratios. It must be noted
that the smallest aspect ratio presented by Wirtz and Stutzman
(1982) was approximately 17. An extensive parametric study

Y *Lx R | —

Fig. 1 Geometry of the problem, principal dimensions, and coordinate
axes (figure is not to scale)

has been conducted to include the Prandtl number effect and
correlations for maximum temperature and average heat
transfer rate are presented in this paper. The correlations are
obtained to include the effect of channel aspect ratio for air.
The Prandt] number effect is included in the correlations for
large aspect ratio channels.

Mathematical Analysis and Numerical Procedure

The governing equations are derived from the basic laws of
conservation of mass, momentum, and energy. The important
flow parameters in this natural convection problem between
parallel plates kept in a large enclosure are channel Rayleigh
number (Ra) and Prandtl number (Pr), and geometric
parameters. Referring to Fig. 1, they are the channel aspect
ratio, L/b, and X,/ 0, Ynax/b, L/b, L,/b, and L;/b. The
channel aspect ratio, L/b, was the only geometric parameter
that was varied in this study. The other parameters were main-
tained at an appropriate value such that the enclosure had no
effect on the results. Effectively, the flow between two parallel
vertical plates is solved as an elliptic problem as if the plates
are positioned in an infinite medium. This is done in order to
remove any assumptions that are required to be made on the
entrance velocity and temperature profiles, to include the ver-
tical diffusion of energy and to compare our results with those
in the literature.

Nomenclature
V = dimensionless fluid
b = channel width (Fig. 1) Ra = channel Rayleigh velocity in Y direction
Gr = Grashof number number (equation (18)) (equation (11))
(equation (16)) T = dimensionless v velocity of fluid in y
g = gravitational temperature (equation direction
acceleration (1) X, Y nondimensional coor-
L = channel height (Fig. 1) T = centerline entry dinates; see Fig. 1
L, Ly, Ly = dimensions within the temperature X,y dimensional coor-
enclosure; see Fig. 1 Tmax = maximum nondimen- dinates; see Fig. 1
Nu = local Nusselt number sional temperature on X1, ¥y, 2 = arbitrary functions
(equation (18)) the plate a = thermal diffusivity of
Nu, = average Nusselt T, = centerline temperature fluid
number (equation (18)) Thaxe = correlated value of the 8 thermal expansion
Nu,, = correlated value of maximum temperature coefficient of fluid
average Nusselt on the plate (equation (equation (9))
number (equation (31)) (30)) i dynamic viscosity of
P = nondimensional t = fluid temperature fluid
pressure (equation t, = temperature of the v kinematic viscosity of
(1) enclosure walls fluid
Pr = Prandtl number (equa- U = dimensionless fluid 0 density of fluid
tion (16)) velocity in x direction .
p’' = fluid pressure (equation (11)) Subscripts
p = modified fluid pressure u = fluid velocity in x max maximum value of a
R = channel aspect ratio direction coordinate
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The assumptions made in this flow situation are that the
flow is laminar, incompressible, steady, and two dimensional
with no viscous dissipation of thermal energy. The Boussinesq
approximation is used, i.e., the buoyancy force term is ap-
proximated as (o, —p)g=8({—1,)p,g, where § is the coeffi-
cient of volumetric expansion and ¢ is the temperature. The
governing equations and boundary conditions are given in the
following section in both dimensional and nondimensional
forms with the appropriate parameters defined. Since the
plates are symmetrically heated, only half the enclosure is con-
sidered, with boundary conditions on the line of symmetry
rewritten as

U=0V/dX=0T/0X=0

Governing Equations

Continuity:
du/dx+dv/dy=0 2)
x Momentum:
udu/dx + vou/dy = (—1/p)op/ox + v (3*u/dx> + d*u/3y*) (3)
y Momentum:
udv/dx+ vdv/dy = { — 1/p)dp/3y + v (32v/8x?
+3%0/8y*) + Bg(t—t,) ()}
Energy:
udt/dx+ vot/dy = a(0*t/dx* + 8%t/3y?) )
using
p=p/(Rt), ©
p=p’ +p,8y Q)]
and
Po—P=B{I—1,)p, (®)
where
B=(—1/p) (dp/3t), ©)
Boundary conditions are (see Fig. 1)
u, v=0 at y=0
at ¥ = Ymax
at x=0
at X =Xp.
at x=L,, Li=ysL +L
atx=L,+b, L sy<L,+L
t=t, at y=0
at ¥ =Ymax
at x=0
at X =Xpay

—k dt/dx= +¢q at channel facing side of left plate
—k 0t/dx= —q at channel facing side of right plate

~k 0t/dx=0 at wall facing sides of both plates

Nondimensionalizing as
U=ub/v
V=uvb/v
X=(x—L,)/b
Y=(y—L)/b
P=pb?/pi?
T=(t—t,)/(qb/k)

yields

(an
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Continuity: dU/0X+3V/0Y=0 (12)
X-Momentum: UdU/dX+ VoU/3Y =
—dP/AX +0*U/3X? +32U/3Y? (13)
Y-Momentum: UdV/dX+ VaV/dY =
—dP/AY + 32 V/aX>+ 82 V/aY + Gr T (14)

Energy: UdT/3X + V3T/3Y = (1/Pr}32T/8X% +32T/3Y?)
(15)

where
Pr=v/o and Gr = gBgb*/v*k (16)
are the Prandtl number and the Grashof number, respectively.

After nondimensionalization, the boundary conditions
become
U, V=0 at Y=—-L,/b
at Y= (Ypax—L)/b
at X=—-L,/b
at X= (Xpax —L2)/b
at X=0, 0=sY=<L/b
at X=1, 0sY=<L/b
T=0 at Y=—-L,/b 17y
at Y= (Pua —L1)/b
at X=—L,/b

at X = (Xpp—L,)/b
aT/9X = —1 at
aT/axX = +1 at
aT/0X =0 at

channel facing side of left plate
channel facing side of right plate
wall facing sides of both plates

Quantities of Interest:

T nax» maximum nondimensional temperature on the plate;
Local Nusselt number, Nu=1/(T—-T5),
where T is the nondimensional centerline entry
temperature;
Average Nusselt number
L/b
Nu, = (b/L) SO dY/(T—Ty); (18)
Channel aspect ratio, L/b;
Channel Rayleigh number, Ra=Gr Pr b/L.

The flow field is subdivided into finite volumes, each of
which encloses a grid point. Scalar variables such as pressure
and temperature are evaluated at the grid node, while the
velocity components are chosen to lie on the control volume
faces, where they are used for the mass flow rate computa-
tions. The governing differential equations are integrated to
yield finite difference equations. These finite difference equa-
tions are then solved together with a pressure correction equa-
tion to satisfy the continuity equation. The solution procedure
follows that given by Patankar (1980).

The validity of the algorithm is documented in the literature
for various problems. The errors in the energy balance for the
enclosure and between the entry and the exit of the channel
have been calculated. The rates of change in the maximum
value, the minimum value, and the maximum rates of change
from one iteration to the next have been determined for all
four variables. The relaxation parameters used for most cases
were 0.5, 0.5, 0.8, and 1.0 for U, V, P, and T, respectively.
However, for low Prandtl number flows, these parameters
were changed to 0.2, 0.2, and 0.3, and 1.0 for faster con-
vergence. An error of 0.2 percent in energy balance in the half-
enclosure was obtained. The energy balance within the chan-
nel for the flow between the plate and the centerline was deter-
mined. The energy transfer at the entrance and the exit occurs
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due to the convective and vertical diffusive transport in the
energy equation. The transport of energy by the convective
terms in the channel is written as

0.5 0.5
= - vr dX]
o Ho < dX] Y=L/b [So Y=0

The transport of energy by the diffusive terms in the channel is

written as
1 05 9T 05 9T
FF[HO Y dXJ YeLtb Ho Y dXBY:o (20)

An energy balance performed within the channel should yield

Got = d1io T Guit (20

where g, is the total nondimensional energy supplied to each
plate by the imposed uniform heat flux and is given by L/b.
When the channel Rayleigh number and channel aspect ratio
are large, the vertical diffusion of energy is negligible and
44 =0. In the present study, small and large aspect ratios are
considered, and the inclusion of the vertical diffusion terms
causes the plate temperatures to be explicitly dependent on the
channel aspect ratio. Numerically, an energy balance of less
than 5 percent within the channel was tolerated. Also, a mass
balance of less than 0.1 percent was obtained in the channel.

(9

Qair =

Correlating Procedure

With the numerical results obtained for natural convective
flows between two vertical plates, correlations for 7,,, and
Nu, have been obtained to include the effects of channel
aspect ratio and Prandtl number. A broad outline of the cor-
relating procedure is given in this section.

Churchill and Usagi (1972) showed that if an arbitrary func-
tion y, is a function of z,, and the functional relationships be-
tween y, and z, are characterized by two distinct asymptotic
limits for low and high values of z,, then using the principle of
superposition, y, may be expressed as follows:

Y= ((AZ)" + (BzD) )"

where
y—AzR as z;—0 (22)
y1—Bz{ as 7~
and
n>0, if p<q
and
n<0, if p>q

The value of n is evaluated using available data. Wirtz and
Stutzman (1982) used this procedure to present their correla-
tion as given in equation (1) for flow between vertical plates, It
is demonstrated here that the same procedure can be suc-
cessfully used if the number of independent variables is two.
In the present study, T,,, and Nu, are functions of L/b and
Ra. The function, y, =f(x,, z,) is expected to correlate with
x, and z, as

»i= LAY + (BT + (G + (D)™ e (23)

In our case, y; =Ty or Nu,, z,=Ra, and x; =L/b. The
equation

Y2 ={(AzD)" + (Bz{)"1} " @4

corresponds to the solution when vertical diffusion is negligi-
ble, since the exponent ¢ in equation (23) is negative. Vertical
diffusion may be ignored when L/b> 10 as the present data
suggest. Az? corresponds to the fully developed limit of
Aung’s (1972) solultion and Bz¢ corresponds to the corrected
single plate limit of the solultion of Wirtz and Stutzman
(1982). Correlation of the form given in equation (24) was ob-
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Fig. 2 Conduction model

tained by Wirtz and Stutzman (1982) based on their ex-
perimental data. The equation

¥s = {(Cx{y"+ (Dxfym )V (25)
corresponds to the solution in the absence of natural convec-
tion, i.e., when Ra=0. Equation (25) is obtained by proposing
a conduction model described below.

Conduction Model

In order to obtain the two asymptotic limits of conduction
for L/b—0 and L/b— o for Ra~0, a model is proposed as
given in Fig. 2. For the new coordinates, the equation and the
boundary conditions are given as follows:

PT/3X*+3*T/3Y* =0
aT(0, Y)/0X=0

a7(0.5, Y)/aXx =1 (26)
T(X, 0)=0
T(X,R)=0

where L/b=R.

The solution to this equation was obtained by separation of
variables and is

T(X,Y)

:< jrz > i (1_(_1)’") COSh( ;r )Sin< ;r >
"' msinh (——-——Zm )
27)

The maximum temperature occurs at the middle of the plates
a-(=1")

and is given by
. /mT
sin (T)
m?tanh (ﬂ>
2R

2R -
Tn= () L
max 7|'2 o
The local temperature on the wall and the average Nusselt
number are obtained as

(28)

Ty = < frf ) ni:x 2(1 - lr:z,:r) sin<m17;Y>
d m tanh( 3R ) )
an
Z‘”: (1-(-1nm Sin(/n;)’)

n ==

! mztanh( me
2R

)
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In the case of correlation for Tp,,, the conduction solution
has two well-defined asymptotic limits and the series solution
given by equation (28) can be approximated in the form given
by equation (25). Equation (29) was curve fitted approximate-
ly as: Nu, =K/R.

Validation of Results

The validation of the problem simulation was accomplished
by comparing with the experimental results of Wirtz and
Stutzman (1982). To compare with the experimental data,
large values of enclosure size and channel aspect ratios were
used. It was found that the heat transfer results were inde-
pendent of the channel aspect ratio beyond L/b=15. The
plates were centrally placed in the x direction. Symmetry was
forced and the solution domain was reduced to half its size.
All the calculations were carried out on the NAS/XL-60 main-
frame computer.

Since the study involves the flow between two parallel
plates, the enclosure walls should be ideally kept at infinity.
However, for computational purposes, infinity was defined
when these walls do not affect the heat transfer between the
plates. To this end, 40 different grids were tried to obtain a
grid-independent solution. Despite using very tall enclosures
(20 times the horizontal width), the heat transfer results were
still found to be sensitive to the location of the plates in the
vertical direction. This was found to be true for a variety of
uniform and nonuniform grids. Hence, the heat transfer from
the walls of the enclosure was evaluated. It was found that the
top wall was losing more heat than the bottom wall when the
plates were centrally placed in the vertical direction. Hence,
the plates were moved closer to the bottom wall so that the
presence of the enclosure would not affect the solution.

The temperatures within the plates were offset by the entry
temperature at the centerline of the plates. This was done to

2074 N
P
18] -~
Ra=18.8 >
b2
e -
-
L4 //
e
Lz
e
= oLo o~
~
0.8 e
»
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007 T T T T T T T T T T
0.0 0. 0.2 03 o4 03 08 o7 08 09 1.0
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0.2 s
£,
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=
—
0.8 o
—
v 0.5 //
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-
0.3 “
0.2 Y
0.1
°'°“| T T T T T T T T T T
0.0 0. 0.2 0.3 04 03 o8 07 o8 0.9 10

Yo/t

correct for any preheating of the air, as the intention was to
quantify the effects of the plates in an infinitely large
enclosure. Typically, these nondimensional entry temper-
atures were of the order 10~2, except when the contribution
from conduction was very high. This optimal nonuniform
mesh of 56 x 62 was obtained by comparing the results for dif-
ferent grids and experimental data for Ra=2414. This mesh
was then tested for a variety of channel Rayleigh numbers for
which experimental data were available. Good agreement of
local temperatures along the plate was found throughout the
range of the experimental data, as will be discussed later. This
mesh was used in all further studies, with the vertical scale just
being compressed appropriately, such that the ratios for the
nonuniform mesh were preserved. The mesh that was finally
used had 12 nodes between the centerline and one plate. For
comparison, the temperature at the top edge of the plate was
chosen since this was the most sensitive point in the domain of
interest. More details of the validation procedures are given by
Ramanathan (1988).

Results and Discussion

Natural convection of air between heated vertical plates in-
side a large enclosure has been studied numerically. The
results of heat transfer and fluid motion have been presented
using the Boussinesq approximation for a wide range of chan-
nel Rayleigh numbers (Ra) and channel aspect ratios (L/b).
The effects of the channel aspect ratio and Prandtl number on
the heat transfer and fluid motions are discussed. Heat
transfer correlations are presented.

Figure 3 shows the local temperature variation along the
plate compared with the experimental results of Wirtz and
Stutzman (1982) for Ra=18.8, 191, and 2414. A nonuniform
mesh was used along the plates to get better accuracy at critical
points. The agreement for Ra=18.8 is found to be excellent,
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0.334 * " —
. e
e
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0.20 | Pl
e
015 7
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Fig. 3 Nondimensional temperatures along the plate for (a) Ra=18.8,
{b) Ra =191, (c) Ra = 2414, {d) Ra = 100,000; experimental results of Wirtz
and Stutzman (1982) (----), present results (*) and similarity solution of
Sparrow and Gregg (1956) (+)
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Fig. 4 Nondimensional temperature profiles along the plate for L/b =1
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except for Yb/L <0.2. It must be emphasized that Wirtz and
Stutzman (1982) did not measure the temperatures close to the
channel entrance and the exit. Figure 3(») also shows good
agreement except for Yb/IL <0.2. Figure 3(c), for Ra=2414,
shows a maximum error of about 7 percent. The experimental
uncertainties of Wirtz and Stutzman (1982) are 10 percent on
Ra and 5 percent on the temperature measurements. The
percentage difference between the present results and those of
Wirtz and Stutzman (1982) is higher for higher Rayleigh
numbers. The error in energy balance between the entrance
and the exit of the plates was always less than 5 percent. It
must be noted that extremely large computational domains
and large variations in mesh spacings are dealt with, and that
the full elliptic Navier-Stokes equations are solved, although
the primary interest is in a very small portion of the solution.
Figure 3(d) shows the normalized temperature profile along
the plate at Ra= 100,000 and the single-plate solution of Spar-
row and Gregg (1956). The presence of two heated plates
causes increased convection and hence increased heat transfer.
Thus the single-plate temperature rises at a faster rate than the
present results,

Effects of Aspect Ratio for Air. Figure 4 shows the
temperature distribution along the plate for L/b=1, for
several Rayleigh numbers. This figure shows that for low
channel aspect ratios, the maximum temperature occurs close
to the midheight of the plate. This is attributed to the signifi-
cant vertical diffusion occurring at low values of the channel
aspect ratio. If the vertical diffusion is significant, the most
recessed region on the plate in terms of energy transfer is the
midheight of the plate. Thus, the maximum temperature is ex-
pected to occur around this region. Further, as the Rayleigh
number increases, the convective component of energy
transfer becomes more significant. This, in turn, reduces the
maximum temperature and moves it higher up the plate.

Figures 5(a) and 5(b) show the temperature distribution
across the channel for Pr=0.7, Ra=2500, Yb/L=0.5, and
Yb/L=0.98, respectively. The differences in temperature
levels for different aspect ratios are due to vertical diffusion of
energy even for large Rayleigh numbers. The temperature pro-
files for L/b=10 are almost coincident, implying that there
are no differences in the heat transfer results for L/b= 10, if
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Fig. 5 Nondimensional temperature profiles at Ra =2500 for different
L/b at (a) Yb/L =0.5; (b) Yb/L =0.98

A

the channel Rayleigh number is chosen as the correlating
parameter. Figures 4 and 5 also illustrate the importance of
the inclusion of vertical diffusion for moderate aspect ratios.

*VYelocity and Temperature Fields (Prandtl Number Ef-
fect). For a large channel aspect ratio of L/b = 15, numerical
results were obtained for Pr=0.01, 0.1, 0.7, 5, 25, and 100.
Aung (1972) showed that in natural convection problems, the
thermal development length is at most equal to the
hydrodynamic development length. His result is independent
of entrance profile assumptions for velocity and temperature
for large aspect ratios, provided that the vertical diffusion of
momentum and energy is negligible. According to Aung’s
(1972) work, the ratio of the thermal to the hydrodynamic
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Fig. 6 Nondimensional temperature and velocity profiles at different
vertical locations for L/b=15 and Pr=0.7 for (a), {b) Ra= 100, (c), (d)

Ra =400

development length is independent of Prandtl number and is
less than or equal to 1.

The velocity and temperature distributions across the chan-
nel at different vertical locations along the channel are given in
Fig. 6. The temperature at the centerline is subtracted from the
temperature profile. Thus, the assumption of uniform en-
trance temperature in all previous computational studies ap-
pears to be correct. It is also seen that the difference between
the wall temperature and the centerline temperature is almost
the same at different Rayleigh numbers except that the
temperatures are scaled down. Figure 6 shows that for
Pr=0.7, Ra=400, and L/b =15, the velocity profiles are fully
developed for Yb/L >0.17. However, the temperature profile
(T—-T,) versus X is not fully developed until Yb/L=0.76.
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This result is contrary to Aung’s (1972) results. The inclusion
of vertical diffusion of energy seems to contribute to the ex-
tension of the thermal development length. Similar results
were noted for Ra = 18.8. The present results are also inconsis-
tent with the results of Aung et al. (1972) who determined that
only flows with Ra=<0.14 have a fully developed temperature
profile for isoflux plates. This result is attributed to the
nonuniformity of the entrance velocity profile. In the present
results, there was no change in trend in the fully developed
nature of the profiles when the Prandtl number was increased
to 5, 25, and 100. Since this is a computational study, the flow
field was regarded to be fully developed when the maximum
change from one plotted location to the next was less than 1
percent.
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Fig. 7 Nondimensional temperature and velocity profiles at different
vertical locations for L/b=15 and Pr=0.1 for (a), (b) Ra=100; (c), (d)

Ra =400

It is established in the literature that for symmetric and
asymmetric isoflux channels, the fully developed local Nusselt
numbers are identical to those for forced convection. The
results of Aung (1972), Miyatake et al. (1973), and Aihara
(1973) demonstrate that there is little difference between
buoyancy-induced convection and forced convection for fully
developed laminar flow. Also, Aihara (1973) performed a
study of the effects of inlet conditions for the isothermal chan-
nels. His inlet condition accounts for the pressure drop due to
the acceleration of the quiscent fluid to an inlet velocity. He
attributed the error in Aung’s (1972) result from the
theoretical limit to the uniform profile assumption at the
channel inlet. The developing flow is predominantly forced

104 / Vol. 113, FEBRUARY 1991

channel flow at the inlet for small flow rates (i.e., small
Reynolds numbers), which undergoes transition to a
predominantly buoyant boundary layer flow at the exit (Bar
Cohen and Kraus, 1988). Thus, it is not surprising that a ther-
mally driven flow is hydrodynamically fully developed before
it is thermally fully developed.

Figure 7 shows the velocity and temperature profiles for
Ra =100 and 400, when Prandt]l number was decreased to 0.1.
In this case, the temperature and velocity profiles become fully
developed for Yb/L =0.5, consistent with Aung’s (1972) state-
ment that the thermal development length is less than the
hydrodynamic development length. The velocity becomes ful-
ly developed at Yb/L =1 for Ra=100 and Ra =400 using the
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Fig. 8 Nondimensional temperature and velocity profiles at different
vertical locations for L/b=15 and Pr=0.01 for (a), (b) Ra=100; (c), (d)

Ra=400.

abovedescribed criterion. As Prandtl number is decreased to
0.01, it is seen from Fig. 8 that velocity profile is not fully
developed for both Ra of 100 and 400, and (7— 7, ) increases
slightly toward the middle of the channel and decreases again
at the top of the channel and never reaches a fully developed
state. The contribution due to only conduction was calculated
separately and was seen to be nearly 5 times larger (2.5 percent
of total heat transfer) for Pr=0.01 when compared with
Pr=0.7 for Ra=100. The percentage contribution by conduc-
tion dropped when Ra was increased to 400. In the limit as
Pr—0, conduction is the dominant mechanism for transport
of heat and the velocity and temperature profiles are not fully
developed. Other results for Pr=0.01 suggest the same trend.

Journal of Heat Transfer

It is also evident that the channel aspect ratio must be larger
than 15 for low Prandtl number fluids if vertical conduction is
to be neglected.

Maximum Temperature and Heat Transfer Rates. Figure
9 shows the plot of Nu(Y=L/b) versus Ra. The present
numerical data show good agreement with the experimental
results of Wirtz and Stutzman (1982) and their correlation, ex-
cept at large Ra. The data obtained by Wirtz and Stutzman
(1982) matched with the computational results of Aung et al.
(1972). The disagreement with the correlation at large values
of Ra is to be expected as the range of data for which the cor-
relation was presented is 18.8<Ra=<2414. The data for
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L/b=1.5 are coincident for Raz 10 and are represented by a
single curve. This implies that the channel aspect ratio is not a
separate parameter for L/b=7.5. In these situations, the ef-
fect of vertical conduction may be ignored, and the currently
available correlations may be used. It is seen that for
L/b<7.5, there is a deviation from the results for large chan-
nel aspect ratio. This deviation decreases as the channel
Rayleigh number is increased. These deviations are attributed
to the significant vertical conduction that occurs at small and
moderate values of the channel aspect ratio, i.e., L/b<5. For
example, at Ra= 10, a difference of 16 percent in Nu(¥Y=L/b)
is noted for L/b=5. Also, Fig. 9 shows that all results tend to
the same limit at large Rayleigh numbers. This is due to the
fact that conduction in the vertical direction is insignificant
and hence the assumptions made by previous analytical studies
of the uniform heat flux problem are valid. At low values of
the aspect ratio, conduction becomes significant for a wide
range of Rayleigh numbers. When vertical conduction is
significant, the heat transfer close to the central regions of the
plate is the lowest, since these regions are the most recessed.
Thus, the top of the plate is significantly cooler than the cen-
tral regions of the plate. Further, there is a local minimum in
the plot of Nu(Y=L/b) versus Ra in Fig. 9, for moderate
values of L/b. This can be explained as follows. At low values
of Ra, the flow may be characterized as conduction flow
regime. This means that the lowest temperature on the plates
occurs at Y=L/b and Y=0. Natural convection causes the
maximum temperature to move upward without significantly
increasing the heat transfer rate. Further increase in Ra results
in increased local cooling, which offsets the temperature rise
due to the movement of the point of maximum temperature
upward. When the conduction heat transfer constitutes about
2 percent or less of the heat transfer from the plates, the max-
imum temperature occurs at the top of the plate.

It is interesting to note that the average Nusselt number,
Nu, versus Ra, given in Fig. 10, is almost a universal curve ex-
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cept when L/b=<2.5. Although Fig. 9 shows that the L/b ef-
fects are significant when L/b=35, Fig. 10 suggests that
enhanced heat transfer occurs only for L/b=<2.5. This means
that for L/b=35, the inclusion of the vertical conduction terms
does not increase the overall heat transfer rate.

Figure 11 is a plot of the maximum temperature on the plate
versus the channel Rayleigh number. This again shows the
significance of including the vertical conduction heat transfer
from the plates in the equations. At Ra= 10, low nondimen-
sional temperatures, and thus high Nu, can result for a small
channel aspect ratio. This is because the combination of con-
duction and free convection provides higher heat transfer rates
and lower temperatures than when vertical conduction is ig-
nored. Free convection cooling is viable at only moderately
large Ra numbers. This may not always be possible, as in the
electronic cooling applications where the normal operating
range of Ra is between 10 and 300. If the designer does not use
an optimum value of channel aspect ratio, he would be forced
to use a fan. For example, if the maximum nondimensional
temperature specified is 0.5, this could be possible only at
Ra=1000 without considering the vertical conduction. By
utilizing a channel aspect ratio of 1, this may be obtained at
Ra= 10 if vertical conduction is considered. The disadvantage
would be the increased size of the equipment.

Correlations. The importance of vertical diffusion of
energy is clearly seen in the plot of T, versus Ra for low
channel aspect ratios and Pr=0.7. Maximum temperature
decreases for Ra=<2500 as L/b is decreased. Based on the cor-
relating procedure explained earlier, using purely diffusive
transport of energy and negligible vertical, diffusive transport
as asymptotes, correlations are presented for T, and Nu, for
I<L/b=<15and 10=Ra=<3x10° for Pr=0.7 as follows:

RZ R4 —1.1
Tmax'cz{[T MART: ]

—0.4
+0.0122Ra'1(1 +O.0156Ra°'9)"°'75}

(30
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where R=L/b.

The maximum percentage error between the results ob-
tained in this study and the correlations presented is 10.3 per-
cent for Ty, and 7.1 percent for Nu,.

The effect of Prandtl number on the maximum temperature
for L/b=135 is shown in Fig. 12. The change in the maximum
temperature for Pr=0.7 is not significant. Higher Prandtl
number fluids predict a lower maximum temperature com-
pared to air by less than 14 percent for Ra=<2500. For high
Ra, the deviation in results is negligible. McGregor and Emery
(1969) also found that in rectangular enclosures there was no
appreciable change in Nu calculations when Prandtl number
was changed from 1 to 100. For Pr=0.1, in the present case,
maximum temperatures are higher for all Ra. The data for
Pr=0.1 seem to behave as T,,,, = C Ra~"Pr~". A correlation
could be obtained for Pr<0.1 as

Tpnax =3.07 Pr-024 Rg-03 (32)

with a maximum error of 7.8 percent. For Pr=0.7, a weak
dependence of Prandtl number could be incorporated in the
correlation to obtain

Toax =7.521 Ra=05(1+0.0173Ra®9)0BPr-0007  (33)

with a maximum error of 7.4 percent. The standard deviation
error in equations (30)-(33) is less than 4 percent.
The integral solution for flow over a single plate given by
Sparrow and Gregg (1956) as
Nu, 2 [ Pr? ] /5
Grl>  (360)"5 L0.8+Pr

may be reduced to obtain the maximum temperature on the
single plate as follows:

(34

0.8 702
Tpax = 1.6227 Ra—02 [1 + ——]
Pr

(33)
Using the right-hand side of this equation as guidance, the
Prandtl number effect in the present problem may be included
in the present correlations in the following form for large L/b
and all Prandtl numbers:

05 0.18
Tnax =7.521 Ra~05(1+0.0173 Ra09)0-33 [1 + —-P—] (36)
T

which gives a maximum error of 17 percent.

Summary

Numerical results have been presented for a natural convec-
tive flow of fluids (0.01 <Pr=100) between two tall vertical
plates inside a large enclosure. The physics of the problem has
been discussed for small aspect ratios for air.

The results of the present study in air are in close agreement
with the finite difference calculations of Aung et al. (1972) and
the experimental results of Wirtz and Stutzman (1982) for
large aspect ratios.

For fluids with Pr=0.7, the hydrodynamic development
length is smaller than the thermal development length for Ra
up to 400, contrary to what was reported by Aung (1972). It
appears that the vertical diffusion of energy affects the ther-
mal development length, although for high aspect ratios and
high Rayleigh numbers, it has no effect on the maximum

Journal of Heat Transfer

temperature of the plate. However, the opposite effect is
observed for Pr=0.1. For Pr=0.1, the temperature profile is
fully developed around the middle of the plate, whereas the
velocity profile becomes fully developed near the exit of the
channel. For lower Prandtl numbers (Pr<0.01), the numerical
data suggest that the flow should not be assumed to be fully
developed. Also, for Pr=0.01, L/b=15 may not be large
enough to ignore vertical diffusion of energy.

Vertical conduction has a significant effect on the maximum
temperature on the platé for small aspect ratios for air. Cor-
relations have been presented for maximum temperature and
average Nusselt number on the plates for Pr=0.7 to include
the aspect ratio effect. Correlations have also been presented
to include the effect of Prandtl number for large aspect ratio
channels.
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Free Convection Between Series of
Vertical Parallel Plates With
Embedded Line Heat Sources

Laminar free convective heat transfer in channels formed between series of vertical
parallel plates with an embedded line heat source was studied numerically. These
channels resemble cooling passages in electronic equipment. The effect of a repeated
boundary condition and wall conduction on mass flow rate (M), maximum surface
temperature (8 ., and 8, ,,.), and average surface Nusselt number (Nu, and
Nu,) is discussed. Calculations were made for Gr* =10 to 106, K=0.1, 1, 10, and
100, and t/B=0.1 and 0.3. The effect of a repeated boundary condition decreases
the maximum hot surface temperature and increases the maximum cold surface
temperature. The effect of a repeated boundary condition with wall conduction in-
creases the mass flow rate. The maximum increase in mass flow rate due to wall con-
duction is found to be 155 percent. The maximum decrease in average hot surface
Nusselt number due to wall conduction (t/B and K) occurs at Gr*=10° and is 18
percent. Channels subjected to a repeated boundary condition approach that of a
symmetrically heated channel subjected to uniform wall temperature conditions at
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Introduction

Renewed interest in laminar free convection in vertical
channels stems from increasing applications in the cooling of
electronic circuit boards. Most of the recent work reported in
the literature concerns free convection in single channels. In
practice, circuit boards with surface-mounted electronic chips
are placed parallel to one another (Incropera, 1988) and the
circuit boards are separated by the supporting shelves. Heat
from electronic chips is dissipated directly to the fluid by con-
vection and to the wall by conduction. Heat conducted to the
wall is eventually dissipated by convection to the adjacent
channel.

Experimental studies of laminar free convection between
parallel heated vertical plates (Elenbaas, 1942; Sparrow and
Bahrami, 1980; Wirtz and Stutzman, 1982; Azevedo and Spar-
row, 1985; Webb and Hill, 1989) considered both symmetric
and asymmetric heating conditions. An implicit finite dif-
ference method was used by some investigators (Bodia and
Osterle, 1962; Aung and Worku, 1986a, 1986b) to study free
convection in vertical channels. These calculations were made
by solving boundary layer equations for flow between vertical
plates. Some investigators (Aung et al., 1972; Aung, 1972;
Carpenter et al., 1976; Sparrow et al., 1984) studied this
problem both experimentally and numerically, Burch et al.
(1985) numerically studied the effect of wall conduction on
free convection between symmetrically heated vertical plates.
In this study the external surfaces of the plates were subjected
to uniform wall temperature (UWT) conditions. Recently,
calculations were made by Anand et al. (1990) and Kim et al.
(1990) to examine the effect of wall conduction on free con-
vection in vertical channels under asymmetric heating condi-
tions. Conjugate heat transfer studies (Burch et al., 1985;
Anand et al., 1990; Kim et al., 1990) show that wall conduc-
tion significantly influences the heat transfer and mass flow
rate of air in the vertical channel. Bar-Cohen and Rohsenow
(1984) and Johnson (1986) critically reviewed the existing data
and correlations for free convection in vertical channels and
recommended the most suitable correlations. Incropera (1988)

Contributed by the Heat Transfer Division and presented at the ASME
Winter Annual Meeting, San Francisco, California, December 10-15, 1989.
Manuscript received by the Heat Transfer Division August 25, 1989; revision
received April 10, 1990. Keywords: Conjugate Heat Transfer, Electronic Equip-
ment, Numerical Methods.
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presented a comprehensive review of various convective cool-
ing methods used in electronic equipment. A careful examina-
tion of these studies reveals that limited attention has been
given to free convection in channels formed between series of
parallel plates.

The nature of circuit board arrangement is such that heat
dissipation from a heat source is partly by convection to air
and partly by conduction to the substrate. Heat conducted to
the substrate is eventually removed by convection in the adja-
cent channel and is repeated in every channel. The
temperature and heat flux at any point on the vertical surface
are the same at any corresponding point on the vertical surface
in the adjacent channel. The temperature distribution on these
surfaces is not known a priori but must be determined as a
part of the solution. This is the boundary condition used, and
it is referred to as the ‘‘repeated”’ boundary condition.
Therefore, it is not only important to determine the effect of
wall conduction on heat transfer, but also the effect of
repeated boundary conditions. The first and last channels,
however, are subjected to different boundary conditions and
must be treated differently.

The objective of this paper is to study free convection heat
transfer in a channel subjected to a ‘‘repeated’’ boundary con-
dition using an implicit finite difference method. As a first
step, attention is focused on channel walls with flush-
mounted, line heat sources and without considering the sup-
port shelves. It should be noted that the simulated heat source
is manifested as a line source because consideration is given
only to two-dimensional free convective flow in this work.
Model development, solution technique, validation of the
solution, and discussion of results are presented in the follow-
ing sections.

Model Development

A schematic of a series of channels considered for the pur-
pose of the present analysis is shown in Fig. 1(@). The physical
situation that exists in the middle channels is the same and a
computational domain can be isolated as shown in Fig. 1(b).
Note that the temperature and heat flux at any point on sur-
face 1 are the same as the temperature and heat flux at the cor-
responding point on surface 2. The temperatures on surface 1
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and 2 are not known a priori and must be determined as a part / Line Source

of the solution; however, T(X, )= T(X, 2). At a given axial 7 o7 77 7 7
location (X), the transverse velocity and temperature distribu-
tion in each of these middle channels are identical and the
associated equations in nondimensional form for air can be

written as:
Continuity (Air)
oU N v -0 )
, ox Y A. a4 a4 A U
Axial Momentum (Air) J & j K j \ j &
U aU v U dpP ?*U p )
X + Yy - dx + 0Y? + ) Fig. 1(a) Schematic of series of channels
Energy (Air) ¢ B
b a6 1 5% _
U—-+V- = 3 o
)¢ aY Pr 8Y? @
Consideration is given to steady-state laminar free convective
flow of air in a channel, as shown in Fig. 1(b). Ther-
mophysical properties of the air and the solid are assumed to Z Line Source .
remain constant. However, the Boussinesq approximation is ! §/ 8
invoked to confine the density variation of air to the axial @ E
momentum equation. Boundary layer equations are employed g b
and pressure variation in the transverse direction is assumed to =
be zero. Based on the foregoing assumptions, the conservation x
of energy equation for the solid is 1ﬂ I L2
Energy (Solid Wall) 7
o oo 4 TTITT]
——+G6rt—-=
ax? 0Y? () p=0 T=T, u=1u,
where Fig. 1(b) Computational domain
X
= Y=y/B
LGr Henceforth, the surface with the line heat source and surface 2
q” gBB* GrB will simply be referred to as the hot and cold surfaces, respec-
Gr=———, r* = tively. Pressure at the channel exit will be equal to the ambient
kgy L pressure (P,). Air enters the channel at a temperature 7, and
uB? B with a uniform velocity U,. In free convection problems the
=, V= inlet velocity U, is not known and must be determined as a
LyGr v part of the solution process.
(p—p,)B* (T—-T,)k The top and bottom of the solid wall are assumed adiabatic.
= —Lz_igir_*z’ 0= ———a-,,—;——f— (5) The ““repeated”’ boundary condition discussed earlier becomes
pL“y
The model equations (1)-(4) form a set of coupled partial X, —1/B)=0(X, ) ©)
differential equations. In order to solve these four coupled and
equations, a set of boundary conditions must be specified. The 2 20
velocities U and V will be zero at surface 2 and at the wall sur- v - 7
face with the line heat source due to the no-slip condition. oY lx,-up) aY lx.n
Nomenclature
B = channel width
Gr = Grashof number Q = nondimensional total surface — ; ;
Gr* = modified Grashof number heat rate o _ nggéirtx;nsmnal temperature
k = thermal conductivity Ra = Rayleigh number ’; = kinematic viscosity
K = ratio of thermal conductivity Ra* = modified Rayleigh number = density
of solid wall to thermal con- t = wall thickness P
ductivity of air T = dimensional temperature .
: . C Subseript
L = channel height u = dimensional velocity in the ubseripts .
M = mass flow rate of air axial direction a = air
Nu = Nusselt number v = dimensional velocity in the ¢ = cold surface
P = dimensional pressure transverse direction h = hot §urface
p = nondimensional pressure of U, V = nondimensional velocities max = maximum value
air x = axial coordinate 0 = channel inlet
Pr = Prandtl number y = transverse coordinate s = single channel
g” = dimensional strength of line X, Y = nondimensional coordinates .
heat source B8 = thermal expansion ‘Superfcnpts
g = nondimensional heat flux coefficient = refers to average value
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An additional boundary condition is required to determine
the temperature at the hot surface. This condition is obtained
by applying the heat flux continuity requirement at the hot
surface (Zinnes, 1970) as

a6 a0

i A 1
3Y loo) Ay lwot) T ®)

Solution Methodology

The coupled nature of thé¢ model equations precludes the
possibility of using a closed-form solution technique. In this
light an implicit finite difference scheme is used. The axial
momentum equation and energy equation for air display
parabolic behavior in the axial direction and elliptic behavior
in the transverse direction. The first derivative terms in the ax-
ial direction (X) are represented by first-order forward dif-
ference expressions and second derivative terms in the
transverse direction (Y) by second-order central difference
terms. The energy equation for the solid (equation (4)) exhibits
elliptic behavior in both the X and Y directions. The second
derivative terms in equation (4) are represented by the second-
order central difference form. The interface condition at the
hot surface (equation (8)) is replaced by the second-order dif-
ference form. Thus at any given axial location (X), the
unknown temperature field displays a cyclic tridiagonal pat-
tern. This cyclic behavior stems from the repeated boundary
condition (equation (6)).

The assumption of neglecting the transverse pressure varia-
tion has eliminated the transverse momentum equation, which
is mathematically essential. To fill this void the integral form
of the continuity equation is used

1
SO Udy=U, ©)

Equation (9) is converted into a finite difference form by
replacing the integral with Simpson’s one-third rule.

As stated earlier, the inlet velocity U, is not known and
must be determined as a part of the solution. The pressure at
the channel exit (X =1/Gr*) is P, and the pressure at the chan-
nel inlet is assumed to be P,. From potential flow theory it is
known that the dimensional pressure at the channel inlet is less
than p, and is equal to — pu?. However, use of p,, at the chan-
nel inlet is a valid assumption based on the fact that the
numerical predictions of Aung et al. (1972) using p, at the
channel inlet compares to within 5 percent of the experimental
results of Webb and Hill (1989). Only the first derivative term
appears in the axial momentum equation, requiring only one
boundary condition for pressure at the channel entrance.
However, the extra information available for P at the channel
exit is used to alleviate the problem of the unknown velocity
U,. An initial value for U, is estimated and if the calculated
value of P at the channel exit is not equal to P,, then a new
estimate of U, is made and calculations are repeated until the
exit pressure is P,. The computational sequence used in this
investigation is similar to that of Anand et al. (1990) and Kim
et al. (1990) and is as follows:

1 The value U, is estimated.

2 Axial momentum and integral forms of the continuity
equation (equations (2) and (9)) are solved to obtain U and P
by marching in the axial direction. The coupled algebraic
equations at each marching station are solved by the Gaussian
elimination method.

3 The velocity V is obtained by integrating the differential
form of the continuity equation (equation (1)).

4 The energy equation for air (equation (3)) and solid
(equation (4)), and the interface condition (equation (8)) are
solved to obtain the air and solid temperatures. Note that
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although solid and air temperature fields are coupled, one is
elliptic (equation (4)) and the other is parabolic (equation (3)).
The finite difference forms are solved by sweeping alternately
in the cross-stream (Y) and axial (X) directions. While sweep-
ing in the axial direction the cyclic tridiagonal matrix
algorithm (Anderson et al., 1984) is used to solve for
temperatures at each marching station. The tridiagonal matrix
algorithm (Peaceman and Rachford, 1955) is used to solve for
temperatures in the transverse sweep. The transverse sweep
starts at surface I' and ends at the hot surface.

5 Steps 2-4 are repeated until the maximum difference in
temperatures between successive iterative steps at any location
is less than 5x 107,

6 If the calculated value of P at the channel exit is equal
to zero, then calculations are terminated. If not, the esti-
mated U, is altered and steps 2-5 are repeated until
1P, [<5%x1073,

min

Validation of the Solution

A series of numerical experiments were conducted to
establish grid independence. As a result of this study, 151
uniform grid points were used in the axial direction. In the
transverse direction, 40 uniform grid points were used in the
solid region and 81 uniform grid points were used in the fluid
region. When the number of grid points was increased to
201 x 141, the change in mass flow rate and average Nusselt
number was less than 2 percent.

As a further check, an overall heat balance was examined.
The total heat lost by the heat source should be equal to the
heat gained by the fluid as it flows through the channel.
Mathematically this condition can be represented as

1 1
S UodY‘ —S U0dY| ~1/Ra* (10)
0 o X=0

X=1/Gr*

For most cases the overall energy balance criteria (equation
(10)) were satisfied to within 3 percent. At higher conductivity
ratios (K'=100) and lower Grashof numbers (Gr* < 100), the
deviation was higher, with the maximum deviation found to
be less than 5.5 percent.

In addition, the analysis was modified to predict heat
transfer in a single channel for which experimental data exists
in the literature (Aung et al., 1972; Webb and Hill, 1989).
Considering the computational domain (Fig. 15) as a single
channel, in the absence of wall conduction, the hot surface
was subjected to uniform heat flux condition (UHF) and the
cold surface represented an insulated surface. This configura-
tion corresponds to heat transfer between two vertical parallel
plates subjected to asymmetric heating (Aung et al., 1972;
Webb and Hill, 1989) and henceforth will be referred to as the
‘“‘single channel”” solution for simplicity. Conditions repre-
senting no wall conduction effects are #/B=0 and a very low
conductivity ratio (K'=0.001).

In order to make a comparison with other investigations, it
was necessary to define a dimensionless mass flow rate (M) as

U, B

—_— 11
vLGr* (1)

1
M= So udy =

.Figure 2(a) shows a comparison of the dimensionless mass
flow rate of air (M) predicted by the present analysis with
those experimentally determined by Aung et al. (1972). The
predicted values compared well with the experimental data,
with a maximum difference of =2 percent.

Figure 2(b) shows a comparison of the predicted Nusselt
number with those experimentally determined by Aung et al.
(1972) and Webb and Hill (1989). The definition of average
Nusselt number Nu,,, is given by Aung et al. (1972). The max-
imum difference between the predicted values and those of
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Fig. 2 Validation of the solution technique

Aung et al. (1972) was +2 percent, and with those of Webb
and Hill (1989), =5 percent.

Results and Discussion

A careful examination of the model equations and
associated boundary conditions reveals that the independent
parameters are the ratio of wall thickness to channel width
(¢/B), the ratio of wall thermal conductivity to fluid thermal
conductivity (K), modified Grashof number (Gr*), the chan-
nel length to channel width ratio (L/B), and the Prandtl
number of the fluid (Pr). In this investigation consideration
was given only to free convective flow between a series of
parallel plates where the Prandtl number was constant at 0.7.
The modified Grashof number (Gr*) was defined so that L/B
was a part of Gr* and was fixed at unity, and the Gr* was
varied from 10? to 105, Calculations were made for ¢/B of 0.1
and 0.3, and K of 0.1, 1, 10, and 100, and for various com-
binations of these independent parameters; however, only
results for representative cases were chosen for presentation
and discussion.

The effect of wall conduction and the repeated boundary
condition on free convection was studied by examining the im-
pact of various independent parameters on the interface
temperature distribution (6, x and 8. y), interface heat flux
distribution (g, x and g, x), transverse velocity distribution
(U/U,), temperature (f) distribution, maximum interface
temperatures (0 ma and 0. ..), mass flow rate (M), and
average surface Nusselt numbers (Nu, and Nu,).

Interface Temperature Distribution. Figures 3(¢) and 3(b)
present interface temperature distributions for Gr* = 102 and
Gr* = 10%, respectively. In general both surface temperatures
increase in the axial direction. This is to be expected, since
near the channel entrance the thermal boundary layer is thin,
leading to a high heat transfer coefficient. As the channel exit
is approached, the thermal boundary layer thickens, leading to
a lower heat transfer coefficient. For simplicity the regions
closer to the channel entrance and channel exit will be referred
to as the upstream and downstream regions, respectively. The
existence of wall conduction in the wall lowers the hot surface
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temperature and leads to a rise in the cold surface
temperature, compared to a corresponding single channel.
The parameters controlling wall conduction are ¢/B and K. As
shown in Fig. 3(a), at low values of K (K=0.1) the
temperature of the hot surface decreases with a decrease in
t/B, as lower wall resistance facilitates greater heat transport
by conduction from the source. For the very same reason the
cold surface temperature increases with a decrease in ¢/B.
Similar trends are observed for higher Grashof numbers
(Gr* = 109) in Fig. 3(), but are less pronounced because of the
higher heat transfer coefficient. However, for higher values of
K (K=10) and Gr*=10? (Fig. 3a), ¢, and 0., behave dif-
ferently. In the upstream region, 6, , for t/B=0.3 is higher
than for ¢/B=0.1 and this trend is reversed in the downstream
region. This change is attributed to the fact that as K in-
creases, conduction heat transfer in the axial direction in-
creases, thus transporting heat from downstream to upstream
within the wall. For higher values of Grashof number
(Gr* = 10%), the temperature crossover occurs near the exit for
the hot surface and near the entrance for the cold surface.

At higher conductivity ratios (K=100) the temperature
distribution for both hot and cold surfaces is almost uniform
and the configuration tends toward that of a UWT condition.
The increased conduction heat transfer in both axial and
transverse directions is responsible for the uniform surface
temperature distribution. The deviation of maximum and
minimum surface temperatures from the average surface
temperature for both hot and cold surfaces was within 6 per-
cent. The average hot and cold surface temperatures are de-
fined as

1/Gr*
éh =Gr* S() 0h,XdX

_ 1/Gr*
g, =Gr* SO B xdX (12)
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Table 1 Average hot and cold surface temperature; K= 100
and ¢/B=0.1

Gr* 102 103 104 10° 108
b, 0.429 0.213 0.13 0.0842 0.0549
g, 0.429 0.213 0.13 0.0837 0.0544

t/B=0.3

X /L
<
m
]
=]
[#1

M /B=0.1
Vt/a-:m L
1
| l
II
{
I
0.0 Mo =
0.5 1.0 2.0 1.0
q
hx (a) K = 0.1
1.0 T
{ —Gr*= 10?
§ ==Gr*= 10°
N |
|
I
1
AN
< \
> ]
" F| t/B=0.3
'! 1/8=0.3
B 1
13
t/B=0.1 \
(R
0.0 1 Lol I\\ i
0.1 1.0 5.0 5.0
h,x 9e,x
(b) K = 10

Fig. 4 Axial distribution of surface heat flux

If the conductivity ratio is higher than 100, the computational
domain can be viewed as a symmetrically heated single chan-
nel subjected to a UWT condition. The average hot and cold
surface temperatures for X =100 are given in Table 1.

Interface Heat Flux. The nondimensional surface heat
fluxes for the hot and cold surfaces are given by

_ a6
dnx~ _aY Y=o
a6
Gex=—35"|,_, (13)

and the axial variations of the surface heat flux for K=0.1 and
10 are shown in Figs. 4(a) and 4(b), respectively. Note that the
heat fluxes are the ratios of convective heat flux at hot and
cold surfaces to the strength of the line heat source. At low
values of K (K'=0.1), the thermal resistance is higher, resulting
in a fairly uniform heat flux distribution at both hot and cold
surfaces. As the value of K increases, the heat flux at the sur-
faces becomes nonuniform due to the heat that is transported
away from the source by conduction. The axial heat flux gra-
dient is steep in the upstream region compared to the
downstream region as the thermal boundary layer thickens in
the axial direction. The surface heat flux is nonuniform for
lower values of Gr* (Gr*=10%) compared to the case for
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higher value of Gr* (Gr*=10%). The higher value of Gr*
represents a shorter channel, compared to the lower value of
Gr* (Gr* = 10%), which represents a longer channel. In shorter
channels the thermal development is incomplete, while in
longer channels the thermal development is complete. This is
the reason for the increase in nonuniformity of the heat flux
with decrease in Gr. The heat flux distribution for K= 100 is
similar to that for K= 10, and as K increases the effect of ¢/B
diminishes. The heat flux distribution for high K (K = 100) and
thick wall conditions (¢/B=0.3) is very close to the heat flux
distribution for the case of a symmetrically heated channel
subjected to UWT conditions.

Figure 5 shows the total hot surface heat rate, which is
defined as

1/Gr*

0,=Gr*| gy xax (14

Note that Q, is the part of the heat generated by the source
that is transferred to the air. The remaining part of the heat,
i.e., that which is conducted away from the source (Q,), is
equal to 1- Q). The maximum value of Q, will be unity for
the case of no wall conduction (¢/B =0). The total heat rate at
the hot surface decreases with an increase in wall conduction
effects (¢/B and K).

The value of @), increases with an increase in Gr*, but the
effect of Gr* diminishes for K=100. Also, for K=100 the
wall conductivity tends to dominate the thermal resistance and
the effect of ¢/B diminishes. For larger values of X (K = 100),
Qy is almost equal to one half of the total heat generated by
the source.

Transverse Velocity and Temperature Distributions. The
transverse velocity distributions (U/U,) at selected upstream
(X=0.2) and downstream (X=0.8) locations are shown in
Figs. 6(a) and 6(b) for a Gr* of 102 and 109, respectively. The
velocity profile indicated by the solid line represents the case
of a single channel (#/B=0). For Gr* =10 the velocity pro-
files do not differ much between the upstream and
downstream locations, indicating that the velocity field has
fully developed. On the other hand, for a Gr* of 10 the
development of the velocity profile is not complete (Fig. 65).
This behavior is attributed to the fact that a Gr* of 102
represents a longer channel, whereas a Gr* of 106 represents a
shorter channel. In general, velocity profiles are skewed
toward the hot wall. The temperature near the hot surface is
higher, leading to a higher buoyancy force near the hot sur-
face, and resulting in a higher velocity. The increase in wall
conduction tends to lower the hot surface temperature, thus
reducing the skewness in the velocity distribution. At higher
values of K (K=100) and lower values of ¢/B (t/B=0.1) the
velocity profile is almost symmetric and very similar to the
case of a symmetrically heated channel subjected to the UWT
condition with no wall conduction. This is because the higher
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conductivity and lower thickness of the wall reduce the con-
duction resistance within the wall, resulting in a decrease in the
hot surface temperature and an increase in the cold surface
temperature. For a Gr* of 108, the velocity profile is highly in-
fluenced by the wall conduction, a peak in the vicinity of each
surface. This profile can be explained by studying the surface
temperature distributions (Figs. 3@ and 35).

Figures 7(a) and 7(b) show the temperature distribution for
Gr* =10% and Gr* = 10°, respectively. As stated earlier, the re-
quirement for a repeating boundary condition is that a
temperature and heat flux on the external surface of the wall
(surface without the line heat source) and the cold surface be
the same at any given axial location, as shown in Figs. 7(a) and
7(b). The heat flux at the cold surface is never zero, implying
that heat flows from the source to the fluid through the wall.
However, for t/B=0, the heat flux is always zero at the cold
surface.

In general, the temperature of the solid and the air decreases
with an increase in Gr*. This change is because the heat
transfer coefficient at the hot and cold surfaces increases with
Gr*, It is interesting to note that for K=1, the heat transfer
coefficient is lower than the temperature for K= 100 in the
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upstream region, although this trend reverses in the

downstream region. As the conductivity ratio increases, the
transport of heat from downstream to upstream within the
wall increases, leading to lower temperatures in the
downstream region. Both fluid and surface temperatures for
the thinner wall (¢#/B=0.1) are lower than those for a thicker
wall (#/B=0.3) in the upstream region, indicating that a
thicker wall contributes more toward the axial conduction.
This is to be expe